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ABSTRACT

Linear optimal control theory has produced an important synthesis
technique for the design of linear multivariable systems. In the present
study, efficient design procedures, based on the general optimal theory,
have been developed. These procedures make use of design techniques which
are similar to the conventional methods of control system analysis. Specifi-
cally, a scalar expression is developed which relates the closed-loop poles
of the multi-controller, multi-output optimal system to the weighting param-
eters of a quadratic performance index. Methods analogous to the root locus
and Bode plot techniques are then developed for the systematic analysis of
this expression. Examples using the aircraft longitudinal squations of motion
to represent the object to be controlled are presented to illustrate design pro-
cedures which can ba carried out in either the iime or frequency domains.
Both the model-in-the-performance-index and model-following concepts are
employed in several of the examples to illultrato the modol approach to
- optimal design. ,
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state vector; whose components define the variables of the
first-order set of equations of motion of the plant

the output vector; defined by a transformation on ¥ , the
set appearing in the performance index

the control vector; the input to the plant

the optimal control vector; the input motion that forces the
plant to respond optimally

the adjoint state vector; the undetermined multiplier of the
Euler-Lagrange equations

the Laplace transformed state vector
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' the Laplace transformed control vector

the Mplace transformed optimal control vector
the Laplace transformed adjoint state vector
generalized deterministic di‘stu‘rbance vector

the Laplace transformed disturbance vector
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a vector consisting of polynomial entries which define the
numerators of the optimal control
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r x n matrix transformation on x that defines the output,
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Matrices (continued)
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SECTION 1
INTRODUCTION

Tnis report describes the results of a study of the characteristics of

"{ “ linear optimal control. As used in this report, a systemn describable by a set
d - of constant-coefficisnt linear differeniial equations of motion is said to be lin-

ear, Optimal control is a technique for control system synthesis by which

“unique control input motions are specified that minimize a functional of the mo-

| tions of the system. This functional is called a performance index. Linear

‘4 "optimal control is an optimal control synthesis procedure for linear systems
) - whereby the control motions are uniquely determined by a feedback law con-
. 8isting of a constant linear sum of the variables, or states of the systern.

Mathematically, the problem can be defined as follows:

For some initial condition of the state, % (0), find the control ¢, that

,"Aminimizes the quadratic performance index

oo
2y = [(g'@y cu'Ru)at

‘ ‘lﬁ..\"ilubject to the natural constraint of the linear, constant coefficient equations of
““motion of the plant written in the first-order form

%=FreQu y=Hx

The performance index is a scalar'quuntity» consisting of an infinite in-

] " tegral of sume of quadratic functions of the outputs and the control inputs to

4, the system. Using linear optimal control, this index supersedes all conven-

:7 _tional performance criteria such as rise time, overshoot, damping ratio, etc.
; It becomes necessary then, to express control system performance in terms

- of the elements within the performance index. In order to selact this performi-

ance index properly, it is important to be able to predict the closed-loop char-

‘. acteristics of the system in terms of conventional performance criteria. If
~ linear optimal control can satisfy most conventional criteria, it will be a use-

“ | . ful tool for linear system design. If it inherently provides additional advan-

"

., tages, then linear optimal control becomes an important tool in the design of
"+ linear control systems,

In this report, the relationships between conventional design criteria

- and optimal design criteria are investigated to determine whether or not op-

'fl - timal control can satisfy conventional design criteria; it can. In addition,

‘B4 other aspects of optimal control are investigated to determine if additional ad-
‘i . vantages exist by designing a system using linear optimal control. They do

1 exist, Seldom, if ever, does a relatively new technique produce design ad-

| . vantages without limitations and disadvantages. Linear optimal control is re-
& = stricted in its usage and does possess disadvantages if not properly used.

Linear optimal control is a general multivariable systhesis technique.

‘ B Multi-controller, multi-output systems of high order can be conceptually
. designed very quickly using a digital computer and a unique control system

i .

will be specified for any one performance index. Using conventional techniques

' and criteria, a multi-controller design can be a tedious chore. Frequently,

1
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the resulting system configuration will not be unique.

The use of linear optimal control techniques guarantees that the re-
sulting closed-loop avatam will ha atahla  Thae complets rizht half of the com

- BOREAS W VAW WAL

plex frequency plane is eliminated as an area where closed-loop roots may
exist. This feature of the technique can be important when the vehicle to be
controlled is inherently unstable or flexible., The difficulty is that it may not
always be possible to physically mechanize a system designed to stabilize an
unstable vehicle or to minimize bending mode flexibility.

The closed-loop transient response of a linear optimal system tends to
be smooth and well behaved. As the output is weighted heavily with respect to
the control, the closed-loop response closely resembles the response of a
Butterworth filter, whose transient response has little overshoot ( ¥ = .707
for a second~-order system) and whose frequency response is flat. Frequently,
a linear optimal system has dynamic characteristics that an engineer strives
for when using trial-and-error, conventional control system design procedures.
Using optimal techniques, the controller motions can be qualitatively controlled.
If a particular optimal design requires control input amplitudes larger than is
desired, it is necessary only to increase the weighting of the control portion
within the performance index, penalizing control motions more heavily. In thie
way, the control amplitudes may be reduced with, of course, an accompanying
decrease in the speed of response of the closed-loop system,

The primary limitations of linear optimal control lie with the selection

_and interpretation of the performance index and the possible difficulty in phy-

sically mechanizing the resulting optimal control law. It appears easiest to
select a performance index for the design of a completely automatic regulating
system. For instance, it is not difficult to conceive of a performance index to
satisfy many of the requirements of an automatic mid-air refueling system.

In this application it is possible to identify dynamic variables that must be min-
imiged, such as relative position errors between the two aircraft and the bend-
ing moments of the refueling aircraft. On the other hand, it is not known
whether a quadratic performance index can be selected for the design of sta-
bility augmentation systems. Acceptable flying qualities are defined in terms
of conventional dynamic criteria, such as short period natural frequency,
damping ratio and lift curve slopes, and these quantities must be related to
linear optimal design criteria before definite judgments can be made. How-
ever, because of the smoothness and generally well behaved dynamic charac-
teristics of linear optimal systems, there is reason to believe that systems
designed by linear optimal techniques will be judged acceptable for manual
operations,

BACKGROUND

The solution to the linear optimal control problem probably evolved
from the calculus of variations but its significar e was not fully appreciated
until R. E. Bellman and L.S. Pontryagin rigidly stated the conditions under
which an optimum exists. The complete solution in the time domain was re-
cently obtained by at least two prominent control system theorists, R,E. Kal-
man (Reference 1) and C. W, Merriam III (Reference 5). Kalman and Merriam
have not only rigorously obtained mathematical proofs of the solution and




related theoretical aspects of the problem, but have been instrumental in de-

veloping digital computer programs for machine solution of large multi-
controller problemsa. In the fraanancy damain, tha ariginal woslk he Wisnesr
was extended by Mssrs, G. Newton, L. Gould and J. Kaiser. The problem
with quadratic control constraint was solved completely in the scalar case by

5.8. L. Chang (Reference 3).

Under Air Force Contract AF33(657)-7498, the Flight Research Depart-
ment of the Cornell Aeronautical Laboratory investigated the application of
linear optimal control techniques to several coatrol system problems associ-
ated with aerospace vehicles using the digital computer program developed by
T.S. Englar and R.E, Kalman (Reference 2).

It was found that the design technique has definite merit. Stable, well-
behaved closed-loop systems can be conceptually specified using linear optimal
control techniques, Large multivariable systems can be easily handled and
many closed-loop optimal systems can be computed in a relatively short per-
iod of time. It was also discovered that, with practice, the control system
designer could often qualitatively relate the parameters of the performance

index to those dynamic characteristics known to yield an acceptable flight con-
trol system,

This report describes the results of an intensive study whose objective
wasg to obtain relationships among the performance index parameters and the
closed-loop optimal dynamics. The results show that the weighting parameters
and the closed-loop poles are directly related. Both time and frequency domain
approaches were used to minimize the integral performance index. The time
domain approach used conventional calculus of variations techniques. The fre-
quency domain approach uses Parseval's theorem in the manner advanced by
S.5. L. Chang. Equivalence between the two methods can be demonstrated.

The time domain approach uses the characteristic equation of the Euler-
Lagrange and constraining equations to obtain a root square locus expression.
The optimal control is shown to be governed by the matrix Riccati equation,
The frequency domain approach shows that the conditions for optimality re-
quire the solution of a matrix Wiener-Hopf equation, A determinant can be
extracted from the Wiener -Hopf equation that results in a root square locus
expression for the closed~loop poles. The optimal control can be obtained by
solving the Wiener-Hopf equation either by:

1. spectral factoring, or

2. a direct solution technique.

Many examples (both single-input and multi-input) are given in this re-
port to demonstrate certain characteristics of linear optimal control. Exam-
ples of the root square locus and the equivalent Bode plots are numerous.
Many of the examnples use the equations of longitudinal aircraft motion to des-
cribe the object to be controlled.

The use of models to obtain a desirable closed-loop optimal system is
also studied in this report. Specifically, the model can be included in the de-
sign objectives in two ways: the model can be included in the design as an
input (as an uncontrollable part of the plant) or the model can be mathematically
included in the performance index only. Examples to illustrate model proce-
dures are given,

tm SRR AT g -
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A significant start has been made on the problem of determining use-
ful relationships between the feedback gains and the performance index. In
the case of the single controller, the problem has been solved through the use
of the root square locus expression as a design aid. ‘For the single -input,
singie-ouiput case, it is shown that a performance index can be formulated to
yield specific feedback gains, closed-loop frequencies and damping, or spe-
cific steady state characteristics to a specifisd input.

The report describes the exact relationships that exis: between the
performance index parameters and the closed-loop optimal system poles.
Because of this, one of the primary relationships between good aircraft fly-
ing qualities and optimal coatrol characteristics has been established. How-
ever, more research is necessary to describe, in a usable, easily predictable

fo:m._ the relationships between the optimal control law and the performance
index.

This report places primary emphasis upon the relationships that exist
among the parameters of the performance index and the resulting dynamic
characteristics of the closed-loop optimal systerm. It is felt that a basic un-
derstanding of these relationships, and the optimal systems that they produce,
is a prerequisite to their actual application. Optimal control can be another

. valuable addition to the design tools available to the flight control system de-
signer. Some of the pertinent areas of application are emphasized in the ex-
amples included in this report, It is felt that this report will contribute to a
better understanding of the technique, and accelerate its application to appro-
priate problems of control system design.

In Section 2 the optimal regulator of a second-order single-input,
single-output system is obtained using the notation and basic techniques of
R.&. Kalman, C.W. Merriam III, L.S. Pontryagin, S.S.L. Chang and a di-
rect solution technique. The object of this section is to show that a unique op-
timal regulator is obtained regardless of the technique used, This section
also shows that the techniques are basically the same, requiring the solution of
a Riccati equation when formulated in the time domain and a Wiener-Hopf
equation when formulated in the frequency domain,

In Section 3 of this report, the root square locus expression is devel-
oped. The integral is minimized by satisfying the Euler-Lagrange equations,
whose characteristic determinant contains the closed-loop poles of the optimal
system and adjoint. This characteristic determinant is manipulated into a
root square locus expression. Performance indices containing control rates,
output rates and models are considered, and the corresponding root square
locus expressions are obtained,

Section 4 discusses some of the aspects of the single-input system,
and shows that the problem is simply solved. The performance index can be
related to the closed-loop dynamics and the optimal feedback gains. A per-
formance index can be formulated to yield a predetermined feedback gain,
including no feedback from a state variable, if desired. In general, however,
negative values of ¢, in the performance index must be allowed,

Section 5 shows how optimal control techniques can be effectively used




to specify a control system design for the longitudinal short period control of
a modern, high periormance fighter aircraft, :

The theory of the optimal control law for a system with a single control
variable and a single output variable, using the frequency domain technique of
S.S. L. Chang, is considered in Section 6, Several examples are given to il-
lusirate the appiication of the method and to point out some difficult points
which occur in the theory., The equivalence between Chang's method and the
time domain approach is demonstrated.

The frequency domain approach of Section 6 is extended to the multi-
variable situation in Section 7, It is shown that the frequency domain relation
of interest is a matrix equation of the Wiener-Hopf type. This matrix equation
can then be solved using either of two methods:

1. spectral factorization, or

2. a direct method.
Examples are given to demonstrate the factorization approach and the direct
method.,

A subsection is included to show how one arrives at the matrix Wiener-
Hopf equation when the basic description of the system is given in terms of
transfer functions rather than a set of first-order differential equations. The
section concludes with a theoretical development of the model-following tech-

nique and a method for synthesizing the feedback gains required by the optimal
solution.

. In Section 8, the use of Bode plots in linear optimal design is outlined
in detail. A relatively complicated design problem, involving a jet fighter
in a power approach, is used to illustrate the application of the concept. The
section concludes with the outline of a frequency domain design procedure.

A more complex multivariable example of the use of the root square
locus and the equivalent Bode plots is given in Section 9. The problems of
dynamically matching a small jet to a proposed supersonic transport are il-
lustrated using both the model-in-the-performance-index technique and the
model-following concept.

This report is concerned with the solution of the problem involving a
quadratic performance index. This index has shown to yield acceptable de-
signs for many applications, One can always speculate on whether or not a
better design would have been obtained if a different performance index had
been used as the design criteria. Several excellent reports have been written
describing the characteristics of systems designed using other performance
indices (for instance, see References 16 and 17) and solutions to these prob-
lems using a suitable and realistic control constraint may eventually lead to a
very useful set of design tools for the practicing engineer.

READER'S GUIDE

Most of the comments on the uses and abuses of linear optimal control
are contained within the introduction and conclusions of this report. Those
who are not mathematically minded, or those busy management people who
decline to become too technically involved are urged to read only the Abstract,
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Introduction and Conclusions.

Those who are more theoretically inclined would find Sections 3 and 7
most challenging. Section 3 contains most of the developments in the time do-
main and is the source for the derivation of the multi-output, multi-controller
root square locus expression. Section 7 derives the frequency domain matrix
Wiener -Hopf equation and describes a direct method for solving the Wiener-
Hopf equation,

The engineer interetted in optimal control, but either not familiar with
matrix manipulations or who prefers relatively simple examples, will find that
Sections 2, 4 and 6 will provide him with a fair understanding of the relation-
ships between conventional and optimal design procedures.

Section 5 illustrates how the root square locus concept might be used
for flight control system analysis and conceptual design, while Section 8 out-
lines the use of Bode plots in linear optimal design.

~ Finally, two rulti-output, multi-controller examples are presented in
Section 9 in connection with the use of models to obtain satisfactory and ac-
ceptable linear o’ptimal control system designs.

~Therefore, a reader may satufy his curioeity about linear opttma.l con-
trol to any extent he desires. It is hoped that many will find the time to ex-
amine the contents of this report in detail, for it is believed by the authors
that a powerful linear control system design technique will soon develop from

linear optu‘nal theory.
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SECTION 2

YEY OF LINEAR OFTIMAL SOLUTION TECHNIQUES

2.1 INTRODUCTION

As a technical introduction to a study of linear optimal control, it was
decided to review some of the solution techniques in use today, This review
is accomnplished by solving the same simple problem using several of these
techniques. This section serves to illustrate that the techniques are quite
eimilar, and all require the solution of a Riccati equation or its equivalent.
Because the solution to the linear optimal control problem is unique, these
similarities should come &s no surprise. The main differences lie in the gen-
erality of the problem that can be solved, and these differences are briefly
discussed at the end of the section. Although this section serves as back-
ground material, knowledge of the contents is not a prerequisite to under-
standing the technical developments of later sections.,

We shall choose as a simple example the single-input, single-output
second-order system completely describable by the transfer function

y . . C .
w(s) = -(S) e FUTITN o (2-1)
It is desired to find the optimal control law that minimigzes the integral
2v .r“_ /(qy’+ rut)ot | o (2-2)

for any initial condition on the lute vector.

2.2 THE METHOD AT TRIBUTABLE TO R. E. KALMAN (REFERENCE 1)

It is necessary to write the transfer function Equation 2-1 in first-
order equation form, . ‘ :

KXm Fa+GQu y=Hx o o (2-3)

Specifically, for this example there results ‘3

o1 o ) EE R o)

It has been proved (Reference 1) that the solution to this problem can be ex-
pressed as a feedback control law .

Uy» - KY = - 2"4’% (2-5)
where P is the steady state solution of the matrix Riccati equation |
P PFrrIP-PGRIG P« HQH (2-6)

The matrix P is symmetrical and has two solutions. Kalman has shown
that one solution will yield a realizable closed-loop system, guaranteed sta-
bility of the closed loop for the sufficient condition of non-negative definite
Q and positive definite R matrices. This can be shown by considering the




integrand of the performance index to be a Lyapounov Function, but this proof

will not be shown here.
The solution to the particular example of this section can be obtained

by subatituting the appropriate mairices into the Riccati equation (2-6) and

solving for the steady state of the P matrix.

- - - -
Pn Pa| | O f 0 bl P fu
0 = +
Ps Pu| | b -a |1 e P Pu
LA EZRE: f
s . w P .
] [-£]e NI
P 'Pu_ ¢ L‘Pn is 0 (2-7)
This yields the three following scalar equations
L,z .
0= -2bp, - ﬁz_'_;f____ *9
0« fy-0py-bpy, - LAELE (2-8)

: p..8a8
0= 2p4-28py, - 'ﬂ'z,f_

Solvinj. there results for o, and p;, *

- b
‘pfz - _d_r + cz bt
ar  ar [,_[2b6 ,  2b 9 ot
fra " "7 PGt / ("?.‘,'!' ey 2 LA be. ) (2-9)
The optimal feedback control law is given by
4 =Ky =-B'6"Px -
Py Pia ¥
L“'I'_o c] ¢ e
= - .- —— K = —— Dy K
r £y s , y P2 % p” i3 % (2-10)

The closed-loop optimal regulator is given by:
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£ = (F-Gk)x
[',2, 0 f [%] -~

. - 6t s
l‘”l ~b- r o2 -a- % Pus |_”ZJ

(2-11)
2.3 THE METHOD OF MERRIAM (REFERENCE 5)
The system is again written in the first-order form:
% = Fx + Gu y = Hx
%, 0 / % 0 % ,
- s oy =[] .
& b bl e | % (2-12) '

It -w

sk

The performance index is

Elstng) = 0 2, [llgmeterat] e
r

“ 7

.

where
Teat&r

RN Ry

Richard Bellman has proven that the rélatiomhip that minimizes E is giv;n bj '

:(l:)' [9"‘1(’1’*"“/‘/"‘"%] -0 o (2-13) |

wheré

g9k | € IE ) ;
dae o ox (2-14)

Substituting 2-12 and 2-14 into 2-13, and roalizing that as T approaches infin«
ity E(t) approaches a constant value and 96/9¢ = 0, the result is

gaE
oYy

minu{guterae (w,) (bx,-ax,*ca) =0 (2-15)

Differentiating with respect to u yields the control law that minimizes Equa- .
tion 2-15, and therefore the performance index.

2ru v+ e =0 ,

o - --c—- —?—E-—
“E- 7 o (2-16)




a

S e e o e L

T T S, 1 AR e o £

Merriam now assumes the following form for E:
Eskw2 23 b (). (8)+ 8 23 ke (8) 5% (8 2 (8)
mey pet vV
- -y & -, s ms & . K. A4 as ., s  ms  a M ..t
- L- 2(‘, y 'kl"z)+k" i"v Lll - Ey v LZI 1-; *, v l’nzz g (2-17)

where the k's are constants resulting from the requirement that T+ o in the
performance index.

Then, assuming that k,, = &,

E '
T 2[-ky+ by 2y + byy 2s)

..3i = 2 'L *k LA *A %
3«-2 ( ‘l 12 * 22 2) (2.18)

Subltitutmg Equatlon 2-18 into 2- 16 yxeldo

Up = — (& - kyy %, - kyy %) | (2-19)

- Now subltitutmg 2<19 into 2~ 15 yxelds an expregsion from which the conatanta

k can be determined. :
qnts _;-" (éz ~ kg%, - kyy "z)z $ 2%y [hy by 4 by, "“z)
- . - - .a_‘ - - -
+2(k¢#1§,g?‘, + kg ”z)[b'”r A%+ — (g~ kg %, - kyy 1‘:)] 0 (2-20)

Expanding and equating terms of the same powers of x fo zero yields
the following set of quadratic equations:

Powers in %° L‘.é,‘- 2 °_’/¢" =0 a)
r v
P
%, 2k (beky L) =0 b)
2 2 al
- 2kgb-4," S =0 c)
%y Q- ok " (2-21)
2
%, %y By kg, - 20k -2 by = =0 d)
%z "ZA' * 24&3 + ZA‘AI‘ '—c';- = 0 e)
2

10




It is clear that Equations 2-21c, d and f are the same as Equations

2 -8, Itcan also be seen from Equation 2-21a and e that £, and 4; are zero
for this example. Therefore,

é‘.j of Equation 2-21
¥;  of Equation 2-8
and Equation 2-16 may be written the same as Equation 2-10, leading to the
identical closed-loop optirnal system.
2.4 PONTRYAGIN'S TECHNIQUE (REFERENCE 4)
Pontryagin also uses the first-order form to define a linear system:
“.’ - "b”' 'd”‘ + CU
The performance index is defined as
% = f (4 2+ rud)ot

To the original system a new voctor is. addod. and the new- lyltem il
defis ad as follows: o

t'-bn

.
flet, w %, o “ - (2-22)
Flady m-by-ax,scu

A Hamiltonian function £ E V& o il unentod. which for this pur-
ticular example bocomu.

¥%(e%* H‘d’/*“‘b’,*f,(b%, "‘l”’“) o | _‘2'23’

A second function M = 'i is defined. From theorem 1 (Reference 4, page
19), M(¥/, %) = 0 and .ince the system is llnur and continuous,

M(V: ”) “' x(V ») = £
Substituting, there results
o
e 2% ru, ¢ af, =0

from which the optimal control law is obtained

U m - Y (2-24)
o 2r ¥,
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Substituting 2-24 into 2-23 gives the result

0= l_qx,‘u' {..;‘_‘l ) -l #’z,o% |-b¢, ax,+c —¢ ‘U’.)_I (2-25)

L 2" %, \sr Yo /|

The Hamiltonian is such to satisfy the Hamiltonian system of partial
differential equations

j - - _23_ 3
‘ 2% . | (2-26)
%‘- L a"' L= 62, vees N7

Therefore, ¥, is a constant and can i;e set edual to 1. Performing the oper-
ations of Equation 2-26, the result is '

% = -29%,+ 6, - 2)
.« - b)
f - ra ¥, | | 2-27)
3
¢l | d)

%y = ~bry-ax,-

S -Equations 2-27 define the optimal system and they must be solved to
obtain the expression for the synthesis of the Optimal lystem. It can be shown
that a solution will be obtained by assuming :

“ By xy+ Gy %y

V: - ¢n %, 4 ¢,, %y

where the ¢‘. J are ‘constant for this problem.

(AN VRN (2-28)

i = By ¥+ Bpg%y

Substituting 2-28 and 2-27c and d into 2-27a and b, and grouping terms in %,
and %; yields

12
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g'(zct ¢ -26Q *%)""z( ¢rz¢u -a@,- b¢,*¢”

r
e )
L7 ('2':‘.' 4,2, -2, b0, *¢'5)+ % (—29: ¢:; -2a0,,+ 2¢rz)" 0 (2-29)

Equation 2-29 is satisfied if the following three equations are satisfied.

-ot

2" ’t - 2b¢,: + 29 0

2 ¢u )y~ 80 -6y + @y =0 (2-30)
r

_az ¢u "2"'43 + 28, =

But Equationl 2-30 are identical to the Riccati equtionn 2-8 when. ¢.~,
is set equal to 2p; again demonstrating that the optimal system requires a
solution of the same set of equations and, of course, yicldn identical rnultn.

2.5 THE METHOD OF CHANG (REFERENCE 3)

Chang's method was designed for deterministic and -tatiltical inputo, )
and is not directly applicable to the rosgulator problem.  However, using the
theory oxten-ion dncribod in Section 6.3, the optlmul oy-um can be obtainod.

'.'")-l Wels) bl Wi = —

Figure 1. Single Output Block Diagram

The block diagram of Figure | where

W(s) = fixed system eslements {transfer function)

u(s) = control (input to the fixed elements)

R(s) = closed-loop system input

o(l) = error signal

W.(s) = compensating network (to be designed once the
optimal u is specified)

13
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leads to the Wiener -Hopf equation:
6%+ wis WE-5)| i - W) REs) = 3.6) (2-31)
when the performance index is o
2V [(ated2ut)ar (2-32)
(

In Equation 2-31, (s) represents a rational polynomial that can have
no poles in the left-half plane while the optimal control, ¥, , can have no poles

~ in the right-half plane.

The solution to Equation 2-31 is

. f w(-s) B(s)
“o Y(s) Y(-5) + (2-33)

where the lymbol[ ]+ means that one expands
wi-s) R(s)
Y(-s)

in partial fractions and retains only those terms with left-half plane poles.

The term Y = (4% wu)w(-s)}+
is found By factoring kt+ W(s) W(-s)

into a product with one component having all its poles and zeros in the left-

: hali plane while the other has right-half plane poles and zero. One then picks

(k% Wi we-s)}*
‘to be the left- half plane factor,

For thiu example, the equivalent regulator formulation is

e
Wis) = s2+ras+b
[(s+a)n, (0 %4 (0)]

Rl = - LY ¥ 1Y )

where a, b, and c have the same meaning as the previous examples. %,(o) and
%4 (0) are initial conditions. Applying Equation 2-31, one finds

s of e (8+a)%,(0) + % (0)
{b + (sha.nnb)(szqﬁﬂsw)] u, + $¥as+b [ s"*as:b ] (2-34)

By direct substitution into Equation 2-33, the optimal control is found to be

4 ! c[(sm)‘»,(o)f x,(a)]
0" T, Py n . rY -
{‘ ¢ (s*-aseb)(s¥+as+b) (s-as4b)s24a3+ b){k ' ?s'-aub)(s'mub)} +
(2-35)
14




which simplifies to

u s*sas+b c[(sm)x,(o)wz,(o)] X
= " 12 241\
¢ Es%aseB) L (3°-wxs+ Bj(s°+m5+B) |4 At
where .

[s’ (@3- 26)s%4 b2+ -;--] (s%-as+ B)(st as+B) (2-37)

In Equation 2-36, only the roots of the equation 8% + as + b = 0 contribute
to the partial fraction expansion.

Solving for B and & , in terms of a and b, one finds

~ B m /b‘
(2-38)
/; 2b42/b'¢-——

The closed- loop natural frequency is given by Equation 2 38 and ugreel
with the results obtained by the other methods.

State vectors do not appear in thil frequency domain formulation of the
problem and one cannot use the equation

--L/x

to synthesize the feedback configuration. ‘However, one can choose to work
with the block diagram of Figure Z und the performance index

2V - f(e AT

where em x-a is the system error. The feedback found would be identical to
that found using the other solution techniques. :

? | :
“ s w ‘l’

W, |e———

Figure 2. Alternate Block Diagram

15
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2,6 DIRECT SOLUTION

It can be shown that there is really no need, for relatively simple
single-input, single-output systems as used in this example, to resort to the
step-by-step procedures of optimal control svstem synthesia nutlinad in neing
the techniques of Kalman, Pontryagin, Merriam or Chang in determining the
optimal feedback control law. The feedback gains can be obtained directly
from the expressions for the optimal closed-loop regulator and its adjoint
(i.e., its right-half plane mirror image). The optimal feedback control law
is shown by Kalman to be of the form

Uy = -y
and the closed-loop optimal system is

%= (F-Gk)x
whose characteristic equation is

|Ts-(F-ai)|=0 (2-39)

The spectral factored product of the characteristic equation of the op-
timal system and its adjoint is given by

| 13- (F-a) ||-1s- (F-ae)' | = 0 (2-40)

It will be shown in Section 3, specifically Equation 3-20, that the char-
acteristic equation of the optimal system and its adjoint is given by:

Is-F Ge1q’

= 0 ' -
-H'QH  -Is-F’ (2-41)

Equating Equations 2-40 and 2-4] will yield expressions relating the feedback
gains K with F, G, H, Q and R of the optimal system. There results

. . Is-F ge'g’
|25-(-a4)||-25-(r-c) | = | (2-42)
: ~HQH -Is-F'
Substituting the parameters of the particular example that is being used,

S -1 o 0

: ! -S breky b s« 0 *Yr
b+e.k, s+ a+ck, -f -8+ arck, -9 0 ~§ b
0 0 - -s+a

or
[s"+s{¢¢cé",)+(b4cé,)][sz-s(&-&cé,)a-(bmé, = (shaseb)(s2-as+b)+ 4:4

16
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Therefore:
st s [(arcky)™ 2(be k)]s (beck)®~ 5% 52 (2% 2b)+ 6>+ i:—" (2-43)

Equating powers of s yields:

é,z+ 2a4y 2/4, =0

- L
k'zq._ié..-i = ()

a r

b / . .b b $ e’

ke ',;L a e \/7 a1

) (2-44)
.e'.g f_a'_ _.?_
e e? ¢

These feedback gains again lead to the same optimal systems as obtained by
the other techniques.

The advantages of this direct solution are clear. The feedback gains
are expreued directly as function of q and r. The right ~-hand side of Equation
2-42 is the expression from which the root square locus is derived. A root
square locus can be performed beforehand, yielding the values of the closed-
loop left-hand plane roots. A polynomial can be formed by these roots and
equated directly to the characteristic equation of the optimal system, Equa-
tion 2-39, The feedback gains would then be obtained as linear functions of
the coefficients of the polynomial formed from the root square locus plot,

A numerical example of this technique is given in Section 5 where it is
also shown that the q's and r's can be chosen to yield feedback gains from se-
lected parameters of the systeam. It should be cautioned, however, that this
technique has been found to work only for single-input systems. If a multi-
variable optimal systern rust be designed, the Riccati equation must be solved
or the technique of Section 7 must be used.

The similarities betweon these techniques of solution for linear systems
are apparent, They all lead to a set of quadratic equations, the matrix Riccati
equation. The method of proof of the existence of the optimum varies some-
what between the different methods of solution, but the greatest difference
among the techniques is the notational language used. The similarities can be
summarized briefly in a few paragraphs.

Bellman, of course, is famous for his Principle of Optimality and dy-
namic programming. He has demonstrated that the optimal solution using the
performance criterion

t'
Ve[ (@xts Ru3)at (2-45)

(]
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is obtained from the equation

i [thﬂa% 9,\,"{" . 2Vt .,2}-0 (2-46)
R ov %

where
7
Vot (2,%)= f’é(@x‘wﬂu‘)dt

arid Mgr“riim obtained a synthesis of the optimal system in closed form by
assuming a form for V, : '

Vot (68 = Ky 00 002,000 5 £ 1, 00, 100300 (2-47)

Kalman demonstrated that Equation 2-46 was essentially the Hamilton-
Jacobi partial differential equation

IVout » ) .
v X (%, p,¢) =0 (2-48)
where _‘ ‘ ‘ -
| Rt (1,0,8)= ™" @22 Bt p. i (2-49)
where Kalman's |
S avoet
L | (2-50)

Kalman also démonstrated that the solution to.the Hamilton-Jacobi equation is
equivalent to a solution of the canonical equations '

% - __"9""" |

P, (2-51)
.pa - gxpgt

o

If the space X x U is unbounded, the canonical equations can be reduced
to the Riccati quadratic first-order differential equation

-P=PF+F'P-PGR™'Q'P+H'QH (2-52)

by substituting p = Px into the canonical equationa. The matrices F, Gand H
are the plant matrices as defined by Kalman.

Pontryagin has proven the existence of the function # <%, which when
maximized with respect to the control u, can lead to the optimum control sys-
tem, It is clear that Pontryagin's adjoint variable, ¥ , Kalman's co-atate, p,
and Bellman's gradient vector, dV,, /&% , are related by constants for the
linear system.

For the simple example illustrated in this section, any of these solu-

tion techniques can be used with about equal ease. The major differences in
the methods lie with the types of problems that can be solved.

18




The maximum principle appears applicable to almost every type of dy-
namic system, linsar or nonlinear, and the widest variety of performance
criterion. It is not a solution technique, however. The maximum principle
states the conditions under which an optimum exists, but it is up to the ingen-
uity of the design engineer to find a solution to the Hamiltonian system of
equations that maximizes the Hamiltonian function.

It appears that the parameter expansion method of Merriam and the
method attributable to Kalman are capable of solving the same variety of prob
lems, Time-varying systems, having finite or infinite performance index
integrals, are handled by either method and there appears to be no basic lim-
itation to the order of the system or the number of control inputs.

The frequency domain solution method requires a performance index
in which the upper limit is infinity and a plant that has a Laplace transform
description. These requirements admit the existence of a transport lag, or
time delay, which do not invalidate the solution technique. The frequency do-
mairn approach to linear optimal control shows how a time delay is to be treated.
ghis is not apparent when using the time domain approach of Merriam or
alman.

The direct solution techniqie is the simplest and the easiest to perform,
particularly if a root square locus plot is used to spectral factor the poles of
the optimal system and its adjoint. At present, this technique applies only to
single-input systems, but it should be extendable to multi-input systems.

19
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SECTION 3

THE ROOT SQUARE LOCUS

THE GENERAL PROBLEM

S.5.L. Chang (Reference 3) has shown that there can be associated
with optimal systems involving a quadratic performance index, a root square
locus plot involving the poles of the optimal system and the adjoint (right-
half plane image) system. Dr. Chang considered only single-control, single-
output systems, however, and it is of definite interest to expand this concept.
A digital program now exists to obtain the optimum of large, multivariable
systems, but there is no quantitative method for predicting the closed-loop
roots of the optimum system. A multivariable root square locus expression
will help the control system designer relate the parameters of the perform-
ance index to the dynamics of the closed-loop optimal system. It is desired
to obtain a matrix multivariable expression for the poles of the closed-loop
optimal system, It is also of interest to obtain expressions for the root square

- locus .of quadratic performance index forms containing the derwativu of the
“‘control and the output varlablel.

3.1

‘The use of an integral whose upper limit approaches infinity, and
whou integrand is a quadratic function of the staté and the control variables
of a linear system, to express control system requirements can be formulated
as a standard problem in the theory of the Calculus of Variations. The exact
problem is treated in almost any standard text (see, for instance, C. Fox,
| "Introduction to the Calculus of Variations", Oxford, 1950, Sec. 4.8, p. 94).

The generat variational problem treated is to find the extremum of
the integral ¢y .

v =f n(x, %, ud t)d

4
subject to the differential constraint

(3-1)

”7(%’9.“; / .00 (3-2)

By taking the appropriate variatictis (see Fox), the two classical Euler-
. Lagrange partial differential equations are obtained: (two equations because
there are two dependent variables)

an d (an) '1 an d( Q»z)T o "
— T T T Tme R\ - an arbitrar
ot \9% | 9% dt\ 9% /| function of timey (3-3)
that is to be
- . determined)
an _2‘1(9” 2 _?_’Z’._.E‘_(,?!_’.’_ =0
2u gt pu ~dt\ 24/ (3-4)
These Euler-Lagrange equations can be obtained another way, Define
a function
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Z=nra'em (3-5)
The Euler-Lagrange equations are then simnply:

X d(aa‘f)_ o

o dt \og (3-6)
j_a_t_ a (ax) -0 ‘ (3-7)
u dt\ou

The phase of linear optimal control of immediate interest falls within
:he general form of Equations 3-1 and 3-2 with, however, several important
imitations.

1. The constraining equation is linear,

2. The integrand contains quadratic forms only,

3. The limits of the integral are usually takon betwun :
gero and infinity. ‘

With these alterations, the problom can be dofinod as follown.
Determine the control u that minirmizes the integral ‘

2v -f(¢'0z4a'€u*é'.s’iuz’nh ::“;f,'“’“ )at (3-8)

subject to the constraint :
-X+Fu+Ba =0 y=He (3-9)
wherc Q and S are non-negative definite syrnmetric matrices (the non-negative

requirement guarantees stability, a sufficient but not a necessary condition).
R and T are positive definite.

F is an n x n system matrix

G is an n x p input matrix describing the effect of an
input on the system,

The solutions to the problem stated above require at least piecewise
existence of the second time derivative of the dependent variables % and « .

3.2 THE ROOT SQUARE LOCUS DERIVATION

The linear optimal problem usually formulated is a simplification of
the more gononl eq\utionl (3-8 and 3-9), The intogul to be minimiszed is:

2V = f??(»,u)dt /(y’ﬂg;a.'Eu)d&‘ f(qt'l-/'OHzm'Pu)dt (3-10)

The constraining cqution is, as usual,

M(%,%,¢) = -2 +Fr+Qu =0 (3-11)
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The Lagrangian i- formed
X=Zn+a'ma -! (% 'H'@Hx+ u'Ru)+ A [- % + Fy v Gu)
Obtaining the gradientn as in.dicatod by the Euler equations {3-6 and 3-7),

% - — [(u’au)’x +HQHE] + F'A = H'@Hx+F'2,
7 4
32"‘
:: (2 *Pu),«a'z " Ru+B’2
The Euler equations reduce to
i +tH'QHe+ F2 =0 o (3-412)
‘Bu+G’ Aw0 | (3-13)

Solving Equation 3-13 for « yieldl the control (&, ) that minimizes the
integral, Equation 3-10:

U, --r 2’2 | V (3-14)

There are three equations then that define the optimal system; the
two Euler equations and the restraining equation. These three equations are,
in a partitioned matrix form:

Y | F | ¢ 0 [ (a)
0| = o = @' w| (b) (3-15)
i -H'QH o0 -F' 2 (c) |

It has been shown by Kalman and others that the control law is governed by a
matrix equation called the Riccati equation. To obtain this matrix Riccati
equation, substitute Equation 3-14 into 3-15a and consider the resulting equa-
tion along with 3-15c:

%-Fu+QR7'¢'2 =0 (a)
. (3-16)
H'QHz+ 2+F'2 =0  (b)

Then let A« Py, A = Pa’aﬂ”ﬁ + Substituting for A into Equation 3-16b
and multiplying Equation 3-16a by P yields:

Py - PEy + PGR Q' Py » 0O P is 2 symmetric (a)
matrix which is (3-17)

H'GHx +PL s Py +F'Py =0 2 function of time ()
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Solving for P% in Equation 3-17a and substituting into Equation 3-17b
yields

or -—P.y -PFy*F’Pg-PGQ"c’Px - H QN x

-D =PF+F'P-P6RIC P HQH (3-18)
which is the matrix Riccati equation,

Kalman (Reference 1) has shown that £(0)P(o9)%(0) is the optimum val-
ue of the performance index, whose value approaches a constant as the upper
limit of the performance index approaches infinity., Because this report only
treats the performance index whoee upper limit {s infinite, - the steady state
solution of the Riccati equation is required. Setting the left-hand side of
Equation 3-18 to gero yields the solution for P(o9) , and therefore the value
of 2 = P(ss)x(¢) for the optimal feedback control law of Equation 3-14.

The Riccati equation is a matrix quadratic equation in P, Ithas, = .
therefore, two solutions and it is found that one solution yields a stable cloud-
loop optimal system, and the other produces an unstable adjoint, or image
solution, Because it can be shown that the performance index V is a Lypanounov
function (Reference 1), the optimal closed-loop system for this case is stable.
The Riccati equation therefore yieldl an optimal and lublo cloud-loop -olution.

‘ To demonstrate the chl.ucter of the closed-loop rooto of the optimal
system and its adjoint, take the L;pluco trmlform ot Eqution 3. 161 and the
negative of Equation 3-16b

Is-F | gY@’ | | wis| F x(‘O)‘ | o
____ j— = — = = ‘ e o (3'19)
| -Ts-F' z(s) -2

' The characteristic oquation of the cloud-loop set of Equatlonl 3. 19 ll
given by the determinant expression

Is-F a ﬂ"G’ '
4(—;)4{3) - . = 0 (3-20)
-H'QH -Is-F'
This determinant contains the closed-loop poles of the complete optimal
solution; therefore it must have a stable left-half plane set of poles and an un-
stable set of closed-loop poles. Letov (Reference 15) has proven that if «; (s)
is a root of Equation 3-20, &«;(-5) must also be a root. Assume that the
terms H'QH and GR-1G' are gero, that is, there is no performance index as-
sociated with the problem, and the system is open loop. Under these condi-

tions, the adjoint system is merely the adjoint of the plant. Equaticn 3-20
becomes Te-F

a(-s)als) = “|zo-F| |20 e
~Is-F'

Equation 3-2]1 then expresses a system whose roots are images of each
other reflected about the j& axis of a complex frequency s-plane, where
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8= 0 +jw. Notice that if the original system %= Fx +Gu is unstable, its
adjoint % =-F% is stable and vice versa. Also, if the original plant contained
bath a stable and an unstable part, the adjoint would have both a stable and 2n
unstable part, with the unstable pari of the plant now the stabls part of the
adjoint, Equation 3-21 contains two complete sets of poles. In the left-half
Plane are the stable part of the plant giid the stable part of the adjoint. The
right-half plane contains the unstable plant poles and the reflected stable
plant poles, Now add a performance index to the problem, i.e., assume that
H'QH and GR"1G' terms in Equation 3-20 are finite, with the GR-1G' term
much smaller than the H'QH term. The roots of the determinant of Equation

- 3-20 change slightly from their opsen-loop values of Equation 3-21., The sig-

nificant observation is that those roots of Equation 3-20 that start out in the
left-half plane always remain in the left-half plane (for Q non-negative

definite and R positive definite) and those roots in the right-half plane remain
in the right-half plane. The roots in the left-half plane are the poles of the
optimal realizable system. It will be shown that the roots of Equation 3-20,

. Before an expression for the multivariable root square locus is de-.
_veloped, it is important to notice that if the system matrix F is of order n,
the determinant of Equation 3-19, which defines the closed-loop system and
its adjoint, contains exactly 2n closed-loop roots. - The Riccati equation has
- 2:n golutions as well; n solutions which define a stable closed-loop system
- and n which define an unstable system. The realizable closed-loop system
" will therefore have n stable poles, exactly the same number as the open-loop

‘ The determinant of Equation 3-19 defines the roots of the closed-loop
optimal system and its adjoint, and it can certainly be used to find these poles,
but a more convenient and useful expression can be developed to conform with
S.8.L. Chang's single-input, single-output expression of Reference 3.

The variational equdtidnu obtaingd after taking a Laplace transform of
Equations 3-15.and rearranging, are: -

~Is-F' -H'aH o (sl - A0
0 Is-F -Q x(s) | = | %(0) (3-22)
G’ 0 14 u(s) o
where the roots of the optimal system and its adjoint are given by
~Is-F' ~-H'QH o
A(s)A(—s) a o Is-F -6 =0 (3-23)
¢’ 0 R
This determinant can be conveniently expanded by using the w
Algorithm of Gauss (see, for instance, F.R. Gantmacher, "Matrix Theory",

Chelsea Publishing, 1960), The resulting expression is
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A(s) 4 (-s) -l-za-r'"rs-rl

hich holds if [Is - F], [-Is - F'] are square and for values of s such that

Is « F|#0, | -Is - F'l 4 0. The daterminants|Is - Fland|-le - F' lass the
determinants that define the characteristic equations of the open-loop system
and its adjoint. By definition, they are the determinants of square matrices
and are equal to zero only at ths values of s equal to the open-loop poles of
the system. '

R+ G [-26-F'] WM [Is-F] ' Gl= 0 (3.24)

Defining le-F| =D |-Zs-F'| « B
Equation 3-24 can be written

A(s)a¢s) = DB |86’ [Is-F'T'Hon [1s-F]'a|= 0
However, since DD = 0 defines the poles of the open-loop plant and its adjoint,
they are not part of the closed-loop optimal system and adjoint. The scalar
expression that defines the locus of poles of the closed-loop system and its
adjoint is given by ) ' : ‘ IR ‘
NRea’ fro-reT e [rs-F @ | w0

or ‘ ‘ S o :
|I+‘R"G'E1"3-F'"]"H'0H.[I,S*F']"G‘|"0“‘ L (3e28)

Equation 3-25 defines a root square locus, | The form li céﬂvtntionil and all

h

of the root locus to'chni.'quel now in use can be employed to solve Equatioa 3-25. |

It is shown in Appendix 1 that Eqiutléh ‘3‘-_-_2‘5 can be w‘r‘.lgtfon‘, in thi“‘form

e’ [ch-.;] o'[z l.s)] |

where, by definition,

=0 (:26)

SANE OUTPUT VARIABLE

L e
5 -:‘:%(c) -Zi’m c e -g';(l)
"-,E Ys ' y
[y 1 e | W wm® o G
Hlrs-F]"'a = T -2 X : .
w Yn b S
§ ‘ = 7:;"’ = (9)

(3-27)
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is a matrix of transfer or weighting functions of the n outputs to the p inputs
to the gpon-logp system. It has been found convenient to use the symbol
v

w(s) = LU (s)

on occasion during this report for the purpose of compactness

and because it is not realiatic to define a division procsss in matrix notation.

It is also found that

P

!
G’ [- Ii-F"]"Hl . w' (3) = [%{-s)]

,. (3-28)
- is th‘n_xtr.gmp_ou of Equation 3-27 with s replaced by -s. N
I other wordsi. SAME INPUT VARIABLE ——
p— —_—
: “' yj g”
E ‘47,("’ z -s) - . . r -3)
-
‘ e 1y ™ ‘ Y, Y9 , o
‘ ‘G'['I!’:F ] H' S —‘%('3) _ %(‘9) e 7‘!;(‘9)
. [ .
h *
g ." N L] . .
w . ‘ . ] . . e
; . . - . .
1) Y L Yn , ’
___(_s) e (-s) . & 0 aa— (-5)
i@ (3-29)

‘  So'it can be seen that the matrix form of the multivariable root square
locus is very similar to the form described by Chang (Reference 3) for the
scalar, single-input, single-output case.

: Several ghort examples will demonstrate the ‘c‘drhputationl involved in
the root square locus expression, : - ' v

Single-Input, Single -Output Siltem
Consider the system described simply by the transfer function
I ($) = w(s) = 59

'}
and the design criterion, or p'erformance index
2= f(qg‘+ rul)adt
0
where 4 = the output of the system

4 = the input to the system
9 = a scalar, the weighting parameter for the output
r = a scalar, the weighting parameter for the input

Substituting into the expression for the root square locus yields

¢ ¢, .y g N N
1+ sl g@= 1 — prs)pie =0 (3-30)
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This is of exactly the same form as developed in Reference 3.

Single-Output. Dual.Innut Svetam

Consider the single-output, dual-input system as shown in the block
diagram below:

“ 1 4 Ny
- [8) =
1 (s) >
—_— 4
Uy N,
— _%_(’) . .gn
)
' 1
Let the performance index be -
2Vf-/ (9% f')“l + 7 “zz)d‘

‘ ‘ ° ‘
) The expression for the root square locus becomes:

-+~
| s |
P~
e
-
Fle -
s
|«
-
2
| |
o
Mumw,m Ar, SR ol

! o n! o FJba
lo 1| | o f;f’ i &3) “
- or g
' /4. g - (—8) —L (0) | qr 1 i 'gl(' )"z':(’) }
. ‘ = 0
. an' o 8) B g 1en's -—-!-s),, TN

-1 4 q
tegr ™ Zhen o tes g 2o o g (1) =0

(3-31)

It can be seen that the closed-loop poles of the optimal systern and its
adjoiat are a function of two parameters, ¢/, and ¢ /73 . Equation 3-31
can be written

g,
f —L(-s) '(c)
= o:/,....?'__y!..s)ﬁ(s) “:L Yy

E 4 U, rt _g_'_ _s) __q_'. (S)
: by y
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Two individual root square loci are required, with parameters g/r; and
n/re -

Two-Input, Two-Output System

As & final example, consider the two-input, two-output system as
lhown below,

U ” "
(9= = (9)

4

. T N
gl 4. 20|

| L-—--ﬁ‘- (s) = 5” (s

with the design performance criterion

2V = ’"/’f (y'@y+e'Ru)ot

- .m',/.(q'grz* AR A z)‘#

. Substituting in Equation 3 26 as before the root square locus expression be-
comes

...' 0 | r' -1 0 N” (-8) N" (-s) q' 0 N" 8) N" (’) 0
. =
0o | DEIDF3) 0 n - Nig(-8) Nga(-9) || 0 Gg|(Nes(8) Nagl®)

-
or

% rl " Nn 9s "v-’Nu ’vsv 9" "'ﬁnNm + 5 ﬂ-’NuNn

b 0)») oD b -0

8, 7y Ny Ny . 9, 7%~ Nag Ny e R ) 7™/ Ny Nes
DD 173} DY by

{1+

28




which expands to:

4 N, '— N-'- N l‘v’ EI, N, IV

-t Nu¥Nu -t Ny .p Nz g Yuu

A O BT R L
. ! n! olle, o||Ne MNall|Fu W, 0
(D,b)z . =

0 n'llo ¢ Ny NullN, W, (3-32)

It would appear from Equation 3-32 that the last term, with ’/{ p5)?,
would produce a puzzling situation, where the number of closed-loop roots
would be doubled. It has been shown, however, that the expression for the
root square locus is derived from Equation 3-23, which contains only 2 n roots,
those of the optimal system and ite adjoint. It must be then that a factor DD
is common to both the numerator and the denominator of the last term of
Equation 3-32, Such a factor is in fact common to both numerator and denom-
inator, and this can be shown by an expansion of minors of the original F ma-
trix from which the transfer functions were obtained.

Consider the last term in Equatioﬁ 3.32, which canbe written
IR
(oD)?

(Nn Nyg = M2 Nzr)('vfi Nys - Nu 57,,) ‘
where

od ‘
NyNeg =Ny Ny = |”[IS'F1 jd' ' (3-33)

and where the H, G and F matrices come from the original equations of motion

% = Fy+Gu Y= Hx (3-34)

If Equation 3-34 is of second order and there are two inputs and two outputs,
there appears in the root square locus

adj ofj
(NyNog = Nia Nay) = IH[IS'F] A IH"[I"FI Ilal (3-35)
(H and G must be square)
Equation 3-35 can be written
-1
(NyNas = Nig Ngy) = |H |l Ts-F| |G | (3-36)

since l[rs-;-]“"] = |Ls-F| ™! (Reference 14, page 42).
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For a second-order system, n = 2 and Equation 3-36 is reducible to

£.4 . 4 a2 P 1 .. 4 .aa_ 0 4 - -t
(Mg Nz = Vyg Nag) = D HRG | (3=37)

g0 that the last term in Equaticn 3-32 becomes

99 %7 e~ [Ny Nag=Nog Nuy )Ny Ny - Npy Ny ) . 9;9;":"";""‘"3'3"1’5

(DD)? (0B)?
89,7 Wl Mal? (338
b1}
If H and G are not square, the system reduces to a single~input, single-

output problem and the term in the root square locus given by Equation 3-38
does not exist,

For the vast majority of systems, G and H are not square, but the
same kind of cancellation has been shown to occur in every example that has
been tried. As an example, consider the fourth-order system: ’

— — —
A Ay Ay -Ay, 9n 91
[1s-F]% = Ar Aw Au Aa ¢« |° °
Ay ~Ag Asgs -Asy a3 0
Ay A -Am Au | 941 902
0 0 i1 O
H o=

o o0 o0 (3-39)

th

where A;; = the minors of ajj in|Is - F|= A; ith row, j** column deleted.

)

The "transfer function" or weighting function matrix H[Is-F]"G
becomes:

Sy

No N 9y Ay * 9y Assm Gy Aus 92 Ars = 943 Pas
! - | zs-F| lxs-F| (3-40)
| Zs-F] Ny Nig "G Pra =931 Ase? 9y Auy A PLY A TR
il | 1s-F| |Zs-F] __
and the determinant of the above matrix becomes
MM
TS [P ALA, .-A_A
[Z5-7| TIE {(9:: 61 9y Y42 )( 14 45" Pz 4;)
Nﬂ N!l

9y 9y (A3 Ase-PAry A 38)" 931 Yez (Ass Aes=Ass A«)} (3-41)
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Using the determinant identity (see for instance Network Analysis and Feed-
back Amplifier Degign, by Bode, page 54).

l A |Aob,cd = Aup Aoy ~Aud Aok

where | Alis any determinant

a, c are any two deleted rows of | Al

b, d are any two deleted columns of | Al
Aabi cd is called the second minor of |Al

Ajj is called the first minor of |Al
Equation 3-41 becomes:
Ny N,
’ " 2 '

|Zs-F|? {lz""— V{92 931 Ars, 50 = 90193 Aae, 43

Ny e |zs-F|®

+(9, %1 = In 94:)‘"4,‘4-3] }

{ ‘ ,
*Tre =1 {911 9u1 Ar3,38 = 931 942 A 3s, 05" (9%~ 91y 943 ) P10, 03 }
|rs-F] o . (3-42)

This proves that for this example, |Is - F| cancels out of the last term
in the root square locus. Appendix II describes in more detail the proof that
|Is - Fl|-Is - F'| is common to the quadratic terms in the root square locus
expression, showing that the quadratic terms can be obtained from an expan-
sion of minors after the columns of the G matrix have replaced certain col-
umns of the F matrix. : : ‘

3.3 NUMERICAL EXAMPLE - ROOT SQUARE LOCUS
Consider the aircraft equations of motion given by:
48 = Myd6 + My Ao+ My Ad + M35, A5y Pitch Acceleration

. Equation .

80-480 = L A + L, Ade Equation defining rate  (3-43)
s of change of flight path

TAS, +Ady = A, Actuator Dynamics

In first-order form, with 9 » & and 5'¢ state variables, the equations
of motion become

ae | [ -l f b5, | o] [o0]]

46 | = M‘I-M.-‘ by M+ M MQ-M‘ L:c'v 46 |+ o (3.44)

| 45, _ 0 0 Ve 1 Lasd Lt

Using the equations of motion typical of a modern, high-performance fighter
aircraft, these derivatives can be, for example,
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My = -,742 sec~2 Ly = .535 sec-l
M§ = -.257 sec~l L& = .109 sec-l
Mg = -.267 sec~] T =.1sec

Ms, = =2,08 sec2

Consider the performance criterion given by

”
2V . 'Z”/(qtz#‘f;cz)d (3-45)
0

It is desired to obtain the closed-loop characteristics of the optimal
system that results when the integral of Equation 3-45 is used as a criterion,
The closed-loop roots of the optimal system together with the adjoint system
can be determined by the root square locus

1+R"G [1s-FT' wa [15-F1"' |= 0 (3-46)

wheré

‘ p ( | Ay -Ay A
| H[ISQF] G~ == [' 0 o] 1 =A Az -As

D(s)
- Ay  ~As Ay | | 10
10 <1.09 (54 19.3) Y
= —— Ay = = (s)
D(s) (s+10)(s%+ 9445 +.874) A8,

where A;; is the first minor obtained from |1s - F| by deleting the third row.
and first column and
D(s) = |Is-F|

Similarly, -109(~-5+19.3) Ac

(-s+10)(s?- . 9445 +.87¢) AS,

G' ['IS-F'].'H' =

Substituting into the root square locus expression yields

(o 22 (s) - {-s) =0
—— e — -’ -
or N r sC s )
s
(¢ 75571
~ 174 = 9.3 : (3-47)

3 8 \2  2(.505)
(Jt ro")[(.o.w) £ = yss s"]
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The actual plot of the locus of the closed-loop poles of the optimal sys-
tem is shown in Figure 3, Although the open-loop adjoint poles and geros are
shown, the locus of the closed~loop adjoint system is omitted for purposes of
clarity. Tha nlat has booys poricinned ou wn ©SIAT root locus piotter, the
ordinate is phase angle (or damping ratio) and the abscissa is |s|. The "fish
scales” represent constant values of the real or the imaginary part of the
Laplace variable s. The parameter of the locus is ¢/7 , the ratio of the
weighting factors of A« and A8 . It can be seen from the plot that as ¢/
is increased from zero, the poles of the closed-loop optimal system appear
to approach a damping ratio of § =, 707 in the limit, In fact, it can be shown
that the excess poles over zeros of the root square locus approach a Butter-
worth pattern as the ¢ /7 becomes large (Reference 3). It has besn found that
the approximation to a Butterworth is good for even small ¢/ values.

The root square locus plot illustrated in this example supports the
intuitive basis for the selection of the matrices Q and R in the performance
index. One may select Q and R to trade off control deflection magnitudes for
speed of response. The root square locus plot demonstrates that a systematic
change in the selection of Q and R results in a gradual, predictable change of
the dynamic characteristics of the system, Regardless of the values of Q and
R chosen, the optimal system will tand to have smooth, well behaved transient
characteristics. It is believed that the dynamic response of a linear optimal
system frequently is characteristic of the type of response that one intuitively
tries to attain when using conventional design procedures. :

He also wishes to determine the feedback gains required to obtain the
closed-loop dynamics. These feedback gains can be easily found. The opti-
mal control law is given by ‘ :

Up = -R G Px = - K

and the optimal closed-loop regulator becomes
%= (F-Gk)x

whose characteristic equation is

lrs-F+ar|=0

(3-48)
or, in terms of the aerodynamic derivatives:
(s+.585 -1 109 0
S99 . S+524 2086 | +| 0 [k, k, b,] =0
| o 0 5+10 10
or
§+.8535 -f 109
599 §+4.52¢ 2.08
=0 (3-49)
104, 104, 8+ 10 + 104y
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The expansion of Equation 3-49 yields the characteristic equation for the
closed-loop optimal system in terms of the feedback gains.

Expanding, there results

s%+ 3%(11.06 + 104y)+ S(1147+ 1059k - 2054, - 1.094,)
+(B.99+ 8,79 ky- 103 ky ~211k,) =0

(3-50)

From the root locus plot, Figure 3, a polynomial of the closed-loop charac~
teristic equation can be formed. As an example, if ¢/7 = 10 were chosen,
it is found from the plot that the closed-loop roots are obtained from the
characteristic equation

(s+10.3) [s‘+ 2(.69)(2.55) +(2.55)"] -0
or

$%4 1372524 4245 +66.3 =0 (3-51)

Equating powers of s of Equations 3. 50 anJ 3-51, the feodbuck gnim
are found to be obtained from the aolutwnu of the three oquationl.

1.06 + 10k; = 13.72 ,. | 3
147 +10.594,- za.u,- fo9é - 424 - (3-52)
Solving these equations yields the‘fe'edback gains
by, = 0.26¢
by = 1265
&, =-2.00

The closed-loop flow diagram is

Ifl_ev:?ér—" r_ Aii'craft : N o
|Actuator ' I - 109(8+19.3) | -
&1l o | IN, f |
| §%+.9445 + 8% 3
| -2.37(5 + .995)
126 o
2.00 b=

Figure 4. Flow Diagram of Optimal Regulator
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It has been argued that optimal systems are impractical because of the
multiplicity of feedback gains required. However, it can be easily seen that
because the system is assumed to be completely linear, the state variables are
related by transfer functions. For instance, 46 can always be reconstructed
from A« with a lead-lag network, eliminating the requirement for separate

A and A© sensors. Also, because parts of the system are at the de-
ugner s disposal, the feedback can often be incorporated in an altered design.
For instance, the feedback Adg=-. 26643 simply represents a requirement
for an actuator with a time constant different from 7 = ,1 seconds.

The above example is simple and could have been solved by conventional
techniques, but the example does show that an optimal control approach gives
an orderly treatment of problems. The optimal control approach remains
orderly for any system complexity.

3.4 ROOT SQUARE LOCUS ~ CONTROL RATE IN THE
PERFORMANCE INDEX

It was seen, from Equation 3-8, that a variety of quadratic forms can
be used in connection with the quadratic performance index. Consider the
performance index that contains not only the square of the control but also the
square of the control rate. It has been shown previously (Reference 2) that an
acceptable trade-off between state variable excursions can be obtained for the
optimal regulator by trial and error techniques. If the control deflections are

‘greater than desired, say, to avoid amplitude saturation, it is necessary only
‘to increase the relative values. of R appearing in the performance index. It is

felt that the inclusion of a & quadratic term in the performance index will
enable the control system designer to influence the relative control deflection
rates of the optimal solution. In addition, it will be shown that this addition
produces the equivalent of an additional lag term in the root square locus, and
therefore. in the optimal systern as well,

Consider the problem whereby it is desired to obtain a delign utilfying
the performance index

P f (%'H'QH+u'Ru+ 4'Ta)dt
> (3-54)

subject to the usual constraining equation, the original equations of motion of
the system

e Fx + GQu ¥ =Hx
The matrices R and T are defined to be symmetrical positive definite
matrices weighting respectively the quadratic functions of the control deflection
and control deflection rates.

To obtain the Euler-Lagrange equations it is convenient to first gen-
erate the function

¥ = L[vHaHee W'Rust/'Td] +2[-2+Frra] )
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where A is, as before, an undefined column vector which is a function of
time.

The Euler-Lagrange equations then become:

X _ d[ax),  _ 3x) .
7% ?I(?,-:, o E-FlEH-o0

Performing the indicated operations yields:

SE  L(Wakx + H'aHL)s F'2 s H'GHx + F'2

%

o%

5" |
(3-56)

—g-‘g— %(Bufﬂu)\ﬁal Bvu-*a'am |

2L . f(rraeTa)=Ta

Combining the Euler-Lagrange oquationc with the conltraining eqna- :
tion yields: ‘

-¢+F¢+au“-0 |
WQHx + Rer'a =0 (357
-T[Io-d‘ﬁ.&‘ﬁu-o H v
The multivariable root square locus exprouion is duirod for the
variational set of equations (3-57). To find the expression for the character-

istic equation of the above set of equations, first take the Laplace transform
and obtain:

Is-F] 0 -G % (%) % (0)
-H'QH  -[Is+F'] 0 Am| = | -2 | (3-58)
0 -rlgt  erst-r'e| | u(®) - su(o)-&(0)

The determinant associated with the matrix set of equations (3-58),
when set equal t7 zero, defines the characteristic polynomial of the optimal
system, which includes the stable solution and the adjoint, or image solution.
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- where

It will be convenient to use Gauss' Algorithm to find an equivalent

expression to the determinant of Equation 3-58, This determinant is of the
partitioned form

Cu 0 Cis
Cyy  Cia 0 =0

0 cl& a”

where Ci; is a submatrix within the determinant of a partitioned matrix.
The following transformation does not alter the value of the determinant if
C,) is square and Cy; # 0,

Cy 0 Cy C, 0 Cos

czl ctz 0 - 0 Cas ® Cas 0

0 Csz Cys 0 Cas w Cas o
” )
C'g, = ~Cq Cy ’ctp +Cuu

In terms of the matrlcci of the determinant of Equation 3-58 the re- |

sult is
[Is-F] 0 -@ \ [Is-F] o -G
“H'QH  -[Is.F'] 0 s | 0 [rs«F'] weH[zs+T'a (3-59)
0 T *Is‘-T"?‘ 0 rlat IstT 1R

Repeating the Algorithm:

Cy O Oy Crr 0 Ca
0 c"‘ )} Cys 0] - 0 Cas ) c“ i
0 c!t o Cus ()] 0 0 a" )

-t
where ¢, @, . ¢, [G,,"’] Cos™ + Cpy
= [r16)[-ze-F']1 " [N'aQH (1s-F)'C]+ Is?-T" R
Equation 3-59 finally becomes

[1s-F] o -G [1s-F]) o -@
0=|-Won [10-F] o |=| o F[w-r] wanfrs-r]'e
0 -rle' 1e%-T'R 0 o (r¢brr) Waufrs-rT'a
+I82-T"'R) '

38




which can be written as follows:
|Ts-F||-Is-F'||[ts*-T'R) T'6' [ 1s-F ] WU ts-FT'@| =0 (3-60)

Because |Is - F|and [-Is - F'| are by definition square and not equal to
zero except at tha nnan-lonn wants it iz n3c3s5ary to consides ouly

| [re3- r-'ra}w-'a [Is- F'J"H'OH[rs F1'a| =0

|T+ [Is*-T1RI'TG" [-18-F' ] 'HQH [Ts-F] G| = 0 t3-61)
“to obtain the closed-loop roots of the optimal system and its adjoint. Notice
also that for this performance index, |I's?.T-/g| defines additional open-loop
roots.

or

It can be seen that the &'7¢ additions to the performance index produce
a slightly different expression for the root square locus, with [ts®-T-'R]- T/
replacing R/ . This has the effect of adding additional polee in the root square
locus plot at the values indicated by the expression [Is3-7-'®])~!, The effect on

the optimal closed-loop system is to add first-order lag networke, one for each
input or controller,

3.5 ROOT SQUARE LOCUS - OUTPUT RATES IN THE
PERFORMANCE INDEX

Consider the performence index containing only the output rates end the
control deflections in the performance index, i.e., : :

2V = f(g'Mgva.’Fu)dt E | | (3-62)

where M and R are defined as poeitive definite symmetrical matricel weighting
the individual terms of the performance index. The constraint is, as usuali,
the equatione of motion i o : :
.« Fy+ Gu (a)
g = Hx (b)
Substituting - for § in Equation 3- 62 yielde |
2y = f(é‘H'MHM - u'Pu)dt

The Euler equations uuochted with the eolution of thie problem are, as before,

-5 E-# (%‘)"’

X = {-(é'#'Mﬁ/i* “IP“).‘. a_'.(—i +F’¢+G’u) (3-64)

(3-63)

where

The Euler equations yield
A+F'A+H'MHE a0 (a)

(3-65)
Ru, +&'2 =0, hence u,=-R¢'2 (b)
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Combininé Equations 3-63a and 3-65, the result is, after taking a
Laplace transform

|' [ts-F] o.e-'c'-] l-m)‘l ] {_ x(o) —|

L[~1‘s]H'MH[IsJ ['Is-F']J I_Z(s)_l I_-H'MH[Isg(t,),,z(o)]+{MO,J_I {3-66)

The determinant of Equation 3-66, when set equal to zero, defines the roots
of the closed-loop optimal system and its adjoint.

Again, by using Gauss' Algorithm, it can be shown that the root square
locus becomes: ' T

|2+ Frs]e![1s]@’[-1s-F'T H'MH[Ts-F] G| = 0 (3-67)

It is clear from Equation 3-67 that zeros are added to the root square
locus plot at the origin. Otherwise, the expression is the same as Equation
3-25, Adding zeros at the origin of a root locus plot is equivalent to obtaining
the locus of the derivative of a transfer function. Equation 3-67 can then be

T e prsleet e [ o] M @] o
or I+[-Is]R[Is] W, (s)MW(s) | = 0
or ‘ v ! a ‘ |
I+ [_5‘-(',"] M [_E- m] "0 | e

The Riccati equation cin be easily obtained for this particular per-
formance index by substituting % « Fx +G« in Equation 3-64 before the Euler
equations are obtained, The function & becomes

X = -5- {(ﬁ'F’#u'G'}{H'MH){F’w-Ga)+u'£’u}+ A f-%+FxeGu)
= -z-{- XE WM Fx e 'z! x'F'H'MHGu + -5{ WG 'H'MHF
s dul(eumHG s R)u s A S Fr s Gu)
ax &

S5 = FH'MHFy s F'H'MH G s F'2 LA
—gg u QUNMEHE% + [G'H'MHG *R]Uia'ﬂ- % -0
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The Euler~Lagrange equaiions, together with the constraining equation, become:
A+F'AsF H'MUF 2 + F'HIMHEw =0 (a)
G'H'MHF % + [6'H'MHG+R]u + &'A =0 (D) (3-69)
S Lw-L2 =0 {c)
Solving Equation 3-69b for « yields the optimal control law
Uy v - [@'H'MHG + R] [6'2 4 G W' MHFx] (3-70)
Now substitute 3-70 into 3-69a and 3-69c and obtain

&-Fu s G[a'WMHG+B] [6'2+C'H'MUFA] =0 (a)
(3-71)
A s FA s F'HMHER-FHMNG[H'MHG +R] [ G4 +GU'MHF=]»0 (b)

Let A»Px, 41*P%, where P is a constant matrix, and multiply 3-71a by P,
yielding:

Ph - PFx + PG [6'H'MUG + B [@' Py s G'H'MUES] =0

P + F'Dx o ' MUFu-FH'MHG (6 MHG + BT ' [6'Px o+ GH'MIF ] 20
Finally, eliminating Px in the above equations yields the Riccati equation
p[F-GA'B]+[F-B'AG' 1P+ [c-B'A'8)-PGA'G'P 0 (3-72)
where ‘ : M )

- A=GH'MHG + R

B = G'H' MHF
C = F'H'MHF

3.6 ROOT SQUARE LOCUS -~ MODEL IN THE PERFORMANCE INDEX

The use of a mathematical model appearing only in the performance
index to describe a desired system matrix was first suggested by Kalman.
The technique is as follows. A mathematical model is defined

i -L;t (3-73)

where y is some fictitious state variable and L is the system matrix of the
desired system. A performance index is specified of the form

2l v
zV-/([y‘-Lg]'O[é-Lg ou’Pu)d (3-74)
0

It can be seen that if the system output rate § behaves exactly as the
model, the first term in the performance index, §- L¢ , will be sero. If the
control of the system is such that feedback can force the system to behave
exactly as the model, the regulator in the limit (i.e., as |Q|/|R| = @ ) will
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behave exactly as the model. To obtain this condition, if it is possible, one
need only consider the performance index

©
2 - fl’.', 10.70r08_ 1.0 4
0

-

Y
]
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If the model can be exactly matched, an optimal solution will simplify
such that the optimal feedback control law becomes a set of fixed feedback
gains, It should be pointed vut, however, that the case where the system and
the model are exactly matchable is the rare exception rather than the rule,
In general, it requires that L, F and G be of the same dimension. An artificial
procedure would be to have the number of columns of the G matrix equal to
the number of non-matching rows of F and L. For instance, if F and L were
each obtained from a transfer function, then F and L can be written such that
only the entries in the last row of F and L differ. In this case, a single con-
trol variable, with a column G matrix, may be sufficient to exactly match
the optimal regulator to the model. However, exact model matching in prac-
tice often requires large or violent controller motions, The inclusion of the

«'Ru term in the performance index allows as close a match as possible
within allowable controller motions.

The root'squa.re locus for the model technique is obtained in a manner
very similar to the previous developments. The performance index is

2V = [7[0-Ly}'0[{i-bg] +u'Ru)at

y = Hu
G = Hi

where

Substituting for y and ¢ yields

a0
2V= [([4'H- 47 L7]Q [Hi- L] + w'R)
0

- f ('H'QHE - ¢ H'QLHA -2 H'L'QHE s L' H'L QLM + w'Ru)at  (3-76)

0

To assure that the integral performance index contains quadratic forms,
note that the two bilateral forms-%'/'@LA% and -x%W'L/@MH2Z constitute the

symmetrical part of -24’'#’QL/Hx and therefore can be treated as a quadratic
form.

As before, the Euler-Lagrange equations are
s (o, B dR)
% du  dt -
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where

L= (R H QU5 H'QLH-%"H L' GH %o 2" LI QLAE ¢ t'Rus)
+A"(-‘i + Fx +G‘u)
The Euler equations become:
Ao EIA-HQHE + HGLYE - H'LIBUE + H'LIQLME =0 {a)
(3-77)
Ru+G'2 =0 (b)

Solving Equation 3-77b for u yields the optimal control law
u,~-R'G'2

The two equations that describe the realizable optimal system and its
adjoint are:

L-Fu+QR'Q'A =0

. (3-78)
MeFIA-HQHE + H'QLH E~HL'QH% » H'L'QLHx =0
In Laplace transform form, these equations become
[1s-F] ce's’ || x(s) 2(0)
= (3-79)

-H'Fzs-L]Q[ts-L)n  Frs-F?) || Als)| |+n'an [Es xlo)ei(ol)]- wfaL +L*G]Hx(0)-2(0)

The determinant of the left-hand side of Equation 3-79, when set to zero, de-
scribes the closed-loop poles of the optimal system and its adjoint. Using
Gauss' Algorithm, as was done previously in this section, a convenient ex-
pression fur a root square locus can be obtained:

T+R'G [ Is-F']'H' FIs-L"]Q [s-LIH[Is-F] 6| =0 (3-80)
which again is of the general form
T +k ﬂ a ()
*% oP

It can be seen from Eguaiion 3-80 that the elements of the model ma-
trix appear in the root square locus and contribute to the zeros of the root
square locus. In fact, the order of the numerator NN is generally increased,
such that NN and DD can be of the same order.

If this is the case, the elements of the Q matrix can be chosen such that
the zeros of the root square locus are the eigenvalues of the model and ad-
joint, i,e., |Is = L] and |«Is - L'| and the optimal system will, in the limit,
(be. as |@l/|R] becomes large) have closed-loop poles that are identical to
the model poles. However, this procedure would in general require some
negative values for the elements of the Q matrix. The system can no longer
be described as "optimal" as defined in the original formulation of the problem.
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However, if one obtains better model following by selecting negative q ele-
ments, the distinction between ‘optimal’and ‘non-optimal’becomes trivial.
3.7 MODEL AND PLANT EXACTLY MATCHABLE

It is not obvious in the previous formulation of the model performance
index problem that the plant will, under certain circumstancss, aciually match

the model exactly, A slightly different formulation of the problem will show
the match more clearly.

Starting with the same performance index

N ’
2v= [([4-L4]'@14-Ly]+u' R
Substitute for y and ¢ )
« Hy

Yy
q-= HF%+Gu)

and obtain
[ ]

2V = [([HFz + HGu-LH)Q[HF % + HG u - LH3 ]+ u'Ru)dt

= [ (% [HF-LH]QIHF-LH] % + o' [ F- LH] GHGu
0

+ UG QIUF-LH] % + ' [G'W'@HG s R ]u ) at (3-81)
This performance index is of the quadratic form
2y = f?x’Ax %' Bu+tu'B'y v u'Cu)ot
where ’
A =[HF-LH]Q[WF-LH]
B = [HF-LH]'aHG
C = G'H'GHG+R

The Euler-Lagrange equations are obtained in the same way as before,
using the function

Xnt(2Ar+ %' Bu+u’'B'rsw'Cu)s Il-t+ Fy +6)

The Euler equations are:
A+ F'2+Bu+Ayx =0 (a)

(3-82)
B +Cu+@'2 =0 (b) :
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Selving Equation 3-71b,

wl o -f -
g, =-2'5%-273"% (3-83)

The two equations that describe the clossd-loop opilmal system and its
adjoint are Equations 3-82a and the original plant equation, with &, substituted
for « .

%-Fn+RCIB'% + RC6A =0

3.84
A+FA+Ar-BC'B'%-8C'6'4 =0 ( )

After writing these equations in Laplace transformed matrix form,
there results:

[£s-F+cc-'8'] ae'a! % (s) %,
= (3-85)
-A+BC'B' -[1s:FLBC'G’) A(s) ko

It will be recalled it was stated that if the plant and the model can be
exactly matched, the dimension of F and L must be the same, and that, in
general, the number of columns of G must equal the number of rows of F and
L. Also, the u’R¢ term in the performance index can be dropped. There-
fore, let R = 0, H=1and dim. F = dim. L. Then HG is invertible and the

“matrix entries in Equation 3-85 become:

Is-FrCC'B’ = Is-F+Ga'H'aHG] G 'H'Q [HF-LH]
= Is-F+G[6'aG) 'G'a[F-L)
= Is-L
-[L5+F"-BC"G'] = = [L3.+F'- [HF-LH]'GHG [6'H'qHG]'6"]
= -Is-L'
A-BC'B' = 0O

Ge TG = I

Substituting these values into Equation 3-74, there results

Is-L I %(s) %,
= (3-86)
0 -Is-L' A(s) 4,

The determinant of this set of equations, when set equal to zero, is

|Ts-L||-Is-L' =0

Therefore, the optimal regulator has exactly the same characteristic equation
as the model, The optimal regul;tt;r n:tinﬁel the set of equations

=Ly
and the model dynamic characteristics have been exactly matched. Under these
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circumstances, the optimal feedback control law is given by
Uy = -C7'Bx = -[F-L]x (3-87)

When the plant and the model are exactly matchable, optimal techniques
are obviously not required to obtain the feedback law which produces the match.
The importance of this technique lies in the fact that if the feedback gain mag-
nitudes were restricted, linear optimal techniques will enable the designer to
match the model as closely as possible in the integral error squared sense
within the allcwable control motions. It has been repeatedly demonstrated that
a near match in this manner produces a well behaved, smooth approximation
to the desired model system matrix.

Two examples will serve to demonstrate the model-in-the-performance
index technique under the circumstances when the plant and model are match-
able and not matchable.

Example 1: Model and Plant Matchable

Let the system be described by the first-order set of differential
equations

,;'T [ o f %, 0
= + W
%, £ ~fa3 %s 921
p— H ‘amad p—
Yy 1 0 ¥, (3-88)
4, o 1| |%

and let the model be described by the fictitious set of first-order linear
equations

] 0 ! %
) = (3-89)
e Ly b | | M,

Notice that the plant and the model vector describe an orthogonal set
and the matrices differ in only one row. There is one controller, so it can

be hypothesized that these sets of equations can be exactly matched as |Q|/|R|
becomes large.

Equation 3-80 is the expression for the root square locus for this
problem.

|2+R@ [Is-F'T W [Is-L']Q[Te-LIH[Is-F G| =0 (3-90)
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It has been shown previously that the ratio ’°I/IQI is the main par-
ameter of the root sauars lnscuas nlat rathsr ek the absoiuie vaiues ot Q or
R, For convenience, then, for this example choose

o
Q= and 72=[r]
0 ¢

Calculating the entries in the root square locus expression:

H[Is- F]"G' = the generalized transfer function matrix

f 0 34‘4.‘3 1 0 !
0o -f, s '™ Dg(s)

{
g
= —1—7-:5‘—)- [3] where .DF(S) - s%s S‘Fg‘ f"""
Similarly,
G'[Is F'] ” -;}(——)- ! ‘S] whers Dp(") - 52";31, S“pﬁ
-8
oc? 2 v

[IS&L']QEZ'S-L] . s%+ 4, 8#.‘;:(5 lzb)

-341,,(-344“) 1+ (S‘Iu)('s"ju)

Substituting into the root square locus expression yields

-3+ 4y’ s+byy(3444) f
r- gf’ - -
" Dt D,(a) De(-8) [1 s] 0
-3 fn‘” (‘ 3‘-“‘) 1+ (3"‘.)(‘3"") [ 3
or I+ _Z_g_z ("*lu'“zv)(""lus*ln) .0
r Dy (8) Dg (~5)
or Y * D, (s) D, (-5)
r : DF' (s) Dﬁ (")
(3-91)
where DL (‘) - 3‘*.‘“ 3"4‘" ’ D‘ (")' “"-“z’ ¢ “z'
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Raranse the waras of the ro2t s5uaTc 1ocus Do (7)) aad D2, (-3) arc ine
characteristic roots of the model and its adjoint, the root square locus will
originate at the poles of the plant and terminate at the model roots. The op-
timal regulator and the model will be identical as /¥ approaches infinity,

The feedback gains will, of course, be finite,

To provide an actual numerical example.* let
0 / 0 1 o 1 (o]
F = L= G = Q=
-1 -2 -25 -7.07 ! 0 H

The expression for the root square locus becomes

! (s”* 7.07s +25)(53- 7.07s + 25)
' -0 (3-92)
(53+ 254 1) (st -25+1)

Figure 5 is a root square locus plot performed on an ESIAC root locus plotter,
which semiautomatically obtains a root locus on a rectangular plot, with damp-
ing ratio or phase angle of s as the ordinate and absolute value of s as the
abscissa.

The parameter of the locus is 1/ and the plot shows that the plant
poles migrate to the model poles rapidly and in an orderly fashion,

The optimal control law, in the limit as ’/ - 00 is

u, = = (F-L)x

" -z -25 -207 zz - 24 ’5007 Mz
or

U, = ~24%, -5.07%,

* This example was used previously by Tyler, Reference 12,
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As a second example of the use of a model associated with optimal
control, it was decided to use a somewhat more realistic systemn, The simp-
lified equations of longitudinal motion of a high-performance military fighter
aircraft were hypothesized for the plant. A model system matrix was specified
whose natural frequency and damping are such to satisfy acceptable flying qual-
ities. Natural frequency and damping are, of course, only two parameters of
many that are used to define acceptable flying qualities. Other parameters,
such as the slope of C, vs., & curve are equally important.

However, the model-performance index problem as it is presently
formulated allows only for a change in the system matrix, i.e., it is possible
to change only the state transition matrix. The transfer function matrix is
made up of the output matrix and the control matrix as well, so the transfer

function of the closed-loop optimal system can be affected only to a limited
degree.

If the above logic is extended to the model situation, it should be noted
that the performance index for the model case is specified in terms of error
rates between a desired response and an actual response. Since whatever ap-
pears in the performance index approaches a Butterworth response, it is clear
that the error rates between the model and the aircraft will be smooth and well
behaved, approaching zero as the weighting on the error is made very large
with respect to the control.

It is not possible in this case to exactly match the plant to the model
with finite values of error and control weighting. Assuming that the important
variables are angle of attack and pitch rate, it will be instructive to see how
the closed-loop roots of the optimal regulator behave as a function of the rel-

ative weighting of the 46 and A« error rates and the ratio of the error
rates and the control deflections.

Assuming straight and level flight, the short period equations of motion
about the stability axes can be written:

ce o ‘t 4 1 t.
AE « My Ak +Mya6 + My A& +Mj, A8, Piching acceleration

equation (a)
D0-8k = L, Au + Ls, OSe flight path velocity (b)(3-93)
@ e equation

The elevator actuator dynamics were assumed to be

e

DNég = -2,y Aje'w:cr Adg + w:” 43

These equations of motion are easily put into first-order form by

solving for A& and substituting for Ad in the pitching acceleration equation,
Equation 3-93b,

In matrix form, the first-order differential equations of motion become
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[ Ly !
MMy Ly Mg+ Mg

(o] 0

0 o

The model chosen is of the form

84,

L X4

A6,

My,

-L“m

'M&. Ldm

—— — r—. ——
- l'.a;‘ ] rdd (0]
My-Myls © a6 0 p
* e (3-94)
0 f 45 0
2 ¢ 3
“Ohor Wl | | O || Y
! A
My +Ma, | | 46, (3-95,

and the following derivatives have been chosen:

-, 742 sec"2

-. 257 sec~!

-, 267 sec-!

-2.,08 aec'z

«535 sec:"1
. 109 sec~!

Eacr

-16.0 gec-?

-2,9 sec'1

-1.0 sec'l

1.5 sec"1
20,0 rad/sec

1.0

The flight condition associated with the derivatives listed above is one
of low speed, low altitude power approach,
is 0.935 rad/sec and the short period damping ratio is ,505. The model has
a short period natural frequency of 4.5 rad/sec and a damping ratio of 0. 6.

The short period natural frequency

Substituting the aerodynamic derivatives into Equations 3-94 and 3-95
yields, for the F, L and G matrices:

]

-.535
-.599

I

0
o

-5
14.5

/ -. 109
-.524 -2.05
0 o

0 -400

/
-39
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It is clear that the closed-loop optimal regulator = (F-Gk’)x cannot
be forced to have the dynamics of the model under any circumstances. The
aircraft and the model matrices are of different order, and even if L were

written as __ —_ - —_—
1.5 H 0 (] . [" ! 0 0
L =1 o 0 o o| = 0 ) 0 0

L_O 0 0 (0] 0 0 0 04

to make the two matrices of the same size, all four rows of F and L are dif-
ferent, and as has been suggested previously, at most, one non-identical row
of F and L. can be matched with one control variable,

It will be instructive, nevertheless, to investigate the closed-loop dy-
namics of the optimal system that match the model as closely as possible
using the quadratic performance index as a criterion, It will be seen that the
.closed-loop poles originally associated with the actuator increase in frequency
and approach ¢ = ,707 while the poles originally associated with the short
period roots of the aircraft tend toward some frequency and damping inter -
mediate between the frequency and damping of the open-loop aircraft and the
model.

Let it be assumed that it is nominally desirable to match the closed-
loop aircraft to both A«,, and 46, . The following H, Q and R matrices can
then be chosen:

f{f 6 0 O 9, O
H = Q = %4 -[1‘]
o 1 0 © 0o g,

This yields a performang‘e index

2v = [([§-L4l'al4-Lyl+ uwRa)ot
0
or

[
2Y = f[q,(&-!,,«-l,,é)ﬂ 9;(.9"111“’1:: é)z""fo‘]dt
0 (3-97)

It has been suggested that the matrix I/ must be the identity matrix[I)
for a proper formulation of the model-in-the-performance-index problem.
This requirement doesn't appear to be necessary in this case, for this would
merely add two additional terms to the performance index, mainly, q,g‘o-q‘ e -
There seems to be no apparent advantage to the inclusion of these two terms
in the performance index of this problem.
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Returning to the problem with the performance index of Equation 3-97,
the expression for the root square locus is, as before

|T+R G [ 18-F T W[ 19-L"]Q [15-1] Hlrs-FT'6) = 0

From the definition of H[Is-F)'% and G'[Is-F'T'H', the transfer func-
tion matrix and the transpose of the matrix with s replaced by -8, there results

H[Is-F]'G « -
Ké (Tg s+1)

(3-98)

C'FIs-F') "1 = Dher [z (-2, 541) K (-5 sn)]
D‘ ("3) & o (-]

where Ky (%;s+1) = numerator of 7& (s) transfer function = Ny

Ky (Ty5+ 1) = numerator of é/;. (s) transfer function = Ny

Kg(-%4 s+ 1) = numerator of ‘/& (-s) transfer function = h7¢

/dé(-Z" §+1) = numerator of é& (-s) transfer function = ﬁ.ﬂ

In terms of the aerodynamic derivatives, .

Ky = Ms, *Mgls, = -2.n kg =Mg, L¢-M¢L& - - L03

-4y My Lise My
¢ = = e e 'k
[ My, + M Lag 0518 5ec Ty s LM L3, 2.02 sec

D- (s) = denominator of the transfer functions of the aircraft
= (%4 28ner S+wie,) (3%t 28wy s + Wp?)
actuator aircraft
De(-3) = denominatce of the transfer functions of the airplane
F

with s replaced by -s

(s2- 2%y 8+ Wy ) (33~ 28 w5+ wyt)
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Also,
(alas) st | [
*9, &i ~35 Byy{=-Las) L 4
[-rs-L')a[rs-L] = -
-4, (9-4y) 2l ("‘4!‘) i’ ¢
*Qody (500y,) | Ty Tn ] (3.99)
L ]

Substituting Equations 3-98 and 3-99 into the expression for the root square
locus, there results

. (@rer)” (NN 2y ¢ N Ng £y, + NN 255 +Nj g 2,] -

o (3-100)

Equation 3-100 shows that the expression for the root square locus is
of the form -
ENN

f4 ——

DD

The zeros of the locus, NN, are a function of 9, and ¢, and there-
fore in themaselves constitute a root square locus expression, which is given by

Ny !+ Ny Ng £}y + Ng Ny 23 + Nj N £y =0 (3-101)
After substituting for 4% , £y , £% and £%: and rearranging to ob-

tain 4, /¢, as the parameter of the locus, there results

¢‘ N‘ﬁ‘ ":‘N‘ ﬁ‘ ", (S*Iz’)* N“ N‘ .l" {-s;“‘)‘N'- Né és"lzgz)

(3-102)

Equation 3-102 defines the zeros of the root square locus, that is, the
roots at which the closed-loop poles of the optimal system will terminate.

After substituting for the numerical values of Ny , Ne o Né » /\'7," ,
4y , L3 , and J31, Equation 3-102 becomes

9 (s 2 102385 4 j4.500)

T3 2 Y (¢ 2652 1) 527

(3-103)

The dotted lines of Figure 6 show half of the locus of Equation 3-102
as a function of ¢, /43 + The reflected, or adjoint, part of the locus has been
omitted for clarity., As can be seen by the figure, this locus defines the end
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points of the locus of the poles of the closed-loop optimal system. The point
markad @./@: = 0 is the point that would havs besn obialned il e ierm

(& - £y «-4s3 8 ) had been omitted from the performance index, while the
point §, /4. o ig the end point that would have bean obtained if the term

G- 1 & - 24,0 ) were omitted from the performance index.

The locus of the poles of the optimal system can be found once a value
of ¢,/¢; has been selected. If a value of 4,/¢, = 100 were chosen, Equation
3-100 can then be used to find an expression from which the closed-loop poles
can be found. Substituting qgn.ou, and the values for Ng , Ng » Né , N§

n -

D(s) and D(-s) into Equatio 100 yields
2 3
- 000re = 9 [s2 £ 2(5¢)(4.19)8 + (4.19)* ] (3-104)

» —tg ) 20]’ [3'3 z(.ﬂé’)(-”d‘)s v (.935)’]

The locus of the roots of the optimal system, given by Equation 3-104,
is shown as the solid lines in Figure 6 as a function of the ratio g, /” . Again,
the adjoint system is omitted for clarity.

The original intent, of course, was to match the system to the model
as closely as possible. Because the model wao second order and the aircraft
was assumed to be of fourth order, it was known at the start that it would not
be possible to produce an exact match, The model has a natural frequency of
4.5 rad/sec and a damping ratio of € = 0,6. It can be seen from Figure 6
that if ¢,/9; = 0, two of the closed-loop roots will in the limit have approx-
imately the same damping ratio, § = 0,6 as the model, but the frequency will
be less than that of the model. If $,/9; = o0 , the natural frequency of two of
the closed-loop roots will approximately match the natural frequency of the
model, but the damping ratio will not match, In either case, the two excess
poles, originally associated with the actuator, tend toward a damping ratio of
approximately 0, 7,

This example attempts to answer the question "If the model roots cannot
be matched exactly, how close can they be matched?" The answer, as dem-
onstrated by the root square locus plot, is that they can be matched fairly well
depending upon how the individual errors are weighted and how much control
effort is allowed. If the available control effort is limited, i.e., if ¢, /7
is finite, the roots of the closed-loop optimal system will still systematically
approach those of the model.
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SECTION 4
THE SINGLE CONTROITER LINZEAR OrF 1:MAL SYSTEM

4,1 INTRODUCTION

R.E. Kalman stated that the major contributions of linear optimal con-
trol will be to the conceptual design of high order multi-controller multi-
output control systems. It has been shown that the resulting closed-loop opti-
mal system is stable and well behaved, with an initial condition response that
always tends to approach the response of a Butterworth filter as the weighting
of the error portion of the performance index is made large relative to the
control, The control system designer need only select the Q and the R ma-
trix, perhaps by trial and error, or possibly using root square locus tech-
niques, and, using a large digital computer, an optimal control law can be
computed.

A major lirnitation of the method just described is that the relationships
that exist between the parameters of the performance index, the closed-loop
dynamic characteristics, and the feedback gains are only qualitatively known.
The multivariable root square locus, developed elsewhere in this report, dee-
cribes in fair detail the relationships that exist between the performance index
parameters and the closed-loop poles of optimal systems, but no such clear
and straightforward relationships are known to exist to determine the closed
form connections among the Q and R matrices of the performance index and
the feedback gains of multivariable systems.

When dealing with single controller systems, however, the relationships
that exist among the performance index parameters, the closed-loop optimal
- dynamics, and the feedback gains are not difficult to obtain, The single con-
troller class of systems is not insignificant or unimportant and it will be in-
structive to demonstrate the essential relationships of single controlier opti-
mal systems.

4.2 FEEDBACK GAINS AS A FUNCTION OF Q AND R

It will be found in Section 3, Equation 3-20, that the optimal charac-
teristic equation and adjoint are given by the determinant

Is-F GR-G’
-H'QH -Is-F' "0 (4-1)
or by the spectral factored product
IIs-(F-GId) l |—Ia- (F'-'ﬂz)" =0 (4-2)

Because the development here is restricted to single controller sys-
tems only, the eeros of the optimal system cannot be altered by fsedback gains
only, The gzeros of the closed-loop system will be the same as those of the
open-loop system, and only the denominator, or characteristic equation, will
be altered. Equations 4-1 and 4-2 are sufficient therefore to completely des-
cribe the optimal system and its adjoint. Equating the two determinants will
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therefore yield two polynomials; of which the coefficient of one is a function
of 2 and K, while the other is a tunction of the feedback gain K. KEquaring the
coefficients will then yield a set of equations relating the feedback gains with
the slameants of the Q aad R matrices. In addition, bescauss ths rslationships
between the dynamic characteristics (such as closed-loop natural frequency
and damping ratio) and the feedback gains are known, these dynamic charac-
teristics can be also related to the elements of the Q and R matrices.

Example:

Consider the plant that can be completely described by the following
transfer function

4 b
20 = <y (4-3)
whose state description can be written:
%, o ¥, 0
. = + @ ‘4_4)
%3 0 -a %y b
Consider a performance index for this system of the form
o0
2
2v= [ (457 g, 48 + rus)ae 4-5)
0

The characteristic equation for the optimum and adjoint is given by
Equation 4-2.

, ) -1 0 o
- - ’
I' F GR G 0 sia 0 b%’
= =0
- 0 - 0
~HQH ~Is-F' 9, (4-6)
0 -9, -1 -5
or 2 2
b_g2 (g b2 ,,2),., 8 . ]
st-s (‘h p” ¢a)+¢' ~ 0 (4-7)
The closed-loop optimal system matrix is of the form
[0 'Y 0
[F‘-GK] = - [h, h,]
|0 -a b
(o} ¢! ]
| - bk, ~a-bhy (4-8)
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After substituting in Equation 4-2, the characteriatic aquation of thy,
upiimal system becomes

s 1 * bk,
=0 (¢4-9)
+bk, S+a ¢ bhy -1 -ﬁda‘bé‘
or
s'-s‘[LZbk, vats 2abk, *b‘é,']¢b’£,‘ =0 (4-10)

Equating the coefficients of powers of s of Equations 4-7 and 4-10, there
results a set of equations from which k can be obtained as a function of the un-
knowns ¢,/ and ¢,/r .

t _ b
~ 2, + 2ak, + bk* = :_ (a) .
4 - q' (b) ( .ll)
4, -

The polynomials, Equation 4-7 or 4-10, are of the form
st- 3‘(’2@,az "42"‘ ("”d) "ﬁ),“, - [“* 2;@05*4’,,2][3" 2!("”5' l"p'] = 0

so that the solutions for k&, and &; can be expressed in terms of 9;/1‘ and
9:/r or the closed-loop natural frequency and damping. The characteristic
equation of the closed-loop optimal system is, from the first determinant of
Equation 4-9,

s?e s(asbly)sbly = 5%+ 28, WnoyS + Wnyy (4-12)
Because stability {s guaranteed for the closed-loop optimal system, the

coefficients & +bls and bk wmust be positive. The proper solutions of £, and
k; from Equation 4-11 are

/9
k’-i --'-l—

..., o 26 83 63 (4-13)
A S Ak

If it is desired, Equations 4-12 and 4-13 can be easily manipulated to
obtain the closed-loop frequency and damping as a function of §,/» and %, /r .

It can be seen that direct relationships do exist between the elements
of the performance index, the closed-loop characteristics, and the feedback
gains. The matter of obtaining a particular optimal configuration is simply
& matter of the proper selection of the performance index.
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! 4.3 PERFORMANCE INDEX FOR RESTRICTED FEEDBACK

Using the same dynamic system of Equations 4-4 assume that it is de-
sirzed to obtain the form of the performance index that yields feedback from
the variable %, only. That is to say, position feedback only is to be allowed.
What quadratic performance index will yield position feedback only? With this
requirement in mind, Equation 4-9 can be reformulated, setting Zz = 0,

s -1 s "M'
- (4'14,
bh' t 17§ ’ $-4

or
(s as s bh,)(s*-assbky) =0

st-s2(at-2bk,)+ b2h,t =m0 (4-15)

Equating coefficients of Equations 4-15 and 4-7,
9 L = -2 (a)

PE 9 (b) (4-16)
'

Eliminating ¥, from Equations 4-16a and Equation 4-16b, the requirement
that position feedback only be allowed is

Y * 3, %

or
PR

and the resulting performance index is
[

i 2y -f(q' %t ¢ 2 /_q_'.. 2l ru’)dt‘ (4-18)
| ‘ ° o

Consider a numerical example of the limited feedback problem. Let
the dynamic system be represented by the set of first-order equations
%, o ! %, 0

¢ u 4-19)

(]

and let the performance index be

o
’ v -/(g’ %2 - [37 v ul)dt (4-20)
\ 0
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The charactaristiz squgticn of ilic upiimail system and its adjoint is
given by substituting in Equation 4-7

R (4~4[¢',"')+4q, -0 (4-21)

The locus of the roots of the optimal system and adjoint is given in
Figure 7. It can be seen that the negative sign in Equation 4-17, as selected
in this problem, yields position feedback in the conventional degenerate senge.
The Butterworth distribution of roots is not obtained, however. Two obser-
vations may be made from this example:

1. A Q matrix that is not positive definite or non-negative definite
may still yield a stable closed~loop system.

2. It appears that the system may have closed-loop poles other
than those approximating a Butterworth distribution if
elements of the Q matrix are allowed to be negative.

k *IT q 28 il

[ ]3 4

]

+jw I

|

!

1

j2 ,

k22 $q,4 :
ky =/2 q,°'2 |
|

T

|

|

|

|

; K*8} q,.2%
. +—-‘ ?(-----+—-—--ﬁ
-2 =0 tH +0 42

OPEN (
LOOP |
|

-j $

|

~jw |

|

|

-j2 i

OPTIMAL SYSTEM ADJOINT SYSTEM

Figure 7, Locus of the Roots of the Optimal System -
Position Feedback Only
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Consider one oinher variation of the singie controller problem ot this
section. Up to this point, the resulting closed-loop optimal system has been
a regulator. No inputs other than initial conditions have bsen considered.
Othe: inputs can certainly be considered, however, merely by incorporating
the state variable description of this input into the plant as an uncontrollable
part of the plant, Consider, for instance, a step input. This step can be des-
cribed as a first-order differential equation as:

% =0
Attaching this vector to the plant of Equation 4-4, there results the system

7 0o o0 o % 0

Because it can be desired to minimize the error between the step input
and the output, a performa‘r.xce index of the fcllowing form may be selected

2V = f[(x,-'z‘»)zq + rul]adt
g

or
a
AV = /(q 16,2-214‘: ¥, g + az‘.zq v-ru"‘)o't | (4-23)
0

The resulting optimal system will be of the form indicated in the
sketch below,

IMPULSE

| PLANT x

o=
k

If the determinants of Equations 4-1 and 4-2 were expanded and the
coefficients were equated, it would be found that &; could not be obtained in
this manner. The &; can be found from the Riccati equation or by using
S.S.L. Chang's approach. If computed, it would be found that k; = &, . It
would also be found that the closed-loop part of the system is still an optimal
regulator.
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It has been found in general that the closed-loop regulator part of the
system is not a function of the excitation to the system. The input gains to the
svsterm, such as the &; of the above sketch, will be a function of the dynamic
characteristics of the system excitation, This can be 2asily understood be -
cause each of the state variables required to describe the input excitation con-
tribute to the closed-loop part of the systern.

The input problem and other nrohlems discusscd in this section demon-
strate that there are definite, fixed relationships that ¢xist among the param-
cters of a quadratic performance index and the characteristics of the optimal
closed-loop system. The simple examples have shown that much of the con-
ventional control terrainology, such as natural frequency and damping ratio,
can be expressed in terms of the parameters of the quadratic performance index.

It was not the inieat of this section, however, to show that everything
done by optimal control could be done by conventional techniques., Optimal
control yields a method whereby systems of large dimension and many inputs
can be computer desighed, with the knowledge that a positive definite matrix
R and a non-negative definite matrix Q yield a system known to have desirable
characteristics. It these two conditions are met, the system is guaranteed to
bc stable and the response of the closed-loop optimal system rapidly approaches
the response of a Butterworth filter, smooth and well behaved,

Possibly the most important characteristic of linear optimal techniques
is the freedom of the designer to qualitatively determine the amplitudes of the
motions of the controlier inputs to the system. If the control motions of a
linear optimal design are too large, it is necessary only to increase the weight-
ing on the controller in the performance index and the next design will have
lower control motions but at the expense of greater error, In either case, the
integral of the square of the control motions is minimized. This means that
large excursions of the control are discouraged for any weighting of the con-
trol in the performance index, In fact, S.S.L. Chang (Reference 3) demon-
strates that for the same speed of response, the linear optimal system yields
lower amplitude control motions over a conventionally designed system.
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SECTION 5
LONGITUDINAL SHORT PERIOD OPTIMAL FLIGHT CONTROL

5.1 INTRODUCTION

It is possible to use variational techniques to conceptually design a
flight control system to satisfy flying qualities requirements for a longitudinal
shert pericd aircraft representation, By the proper choice of the flight par-
ameters that are included in the performance index, and by proper weighting
of these state and control variables, it appears that any combination of closed-
loop short period natural frequency and damping may be obtained. However,
conventional design techniques also exist that can do the same thing, and it is
important to ask why one would choose the variational approach when conven-
tional techniques now exist.

The answers lie in the fact that the conventional techniques do not
necessarily produce a unique solution; there is more than one way to achieve
the same aircraft frequency and damping, Optimal control can be used as a
tool to help select a particular solution. In doing so, it has been found from
experience that the control motions required to achieve a particular response
are generally smoother and more well behaved. In other words, optimal con-
trol considers the behavior of the control deflections as well as the dynamic
characteristics of the state variables., Because of this, it is very possible
that the optimal feedback will be quite different from the feedback obtained
by conventional techniques, even of a reversed sense. Therefore, although it
is true that optimal control will produce nothing new for so simple an example,
the principles in the use of optimal techniques will be well illustrated, and par-
allels in design techniques between conventional and optimal methods will be-
come evident,

5.2 ' A DESIGN PHILOSOPHY

The general principles that guide a control system designar using con-
ventional design techniques, such as root locus plots, have par:ii«ls in root
square locus design. For instance, to increase the short peric ! .autural fre-
quency, a control system engineer may specify angle of attack feedback to the
elevator such that a positive incremental angle of attack change produces a
positive incremental elevator deflection. Conversely, to decrease the short
period frequency, a negative elevator increment is produced by a positive
angle of attack change. It has been found that design by linear cptimal control
techniques produces similar principles of design, In order to increase the
speed of response of a linear optimal system, the weighting on the state var-
iables is made larger. To decrease the natural frequency, a weighting factor
can be made negative,

Toqualitatively understand how the response of a multivariable linear
optimal system varies as a function of the performance index, it should be
recalled that the response of the variable that appears in the performance in-
dex will approach the response of a Butterworth filter as the weighting of the
output variable is made large with respect to the control variable. For in-
stance, consider the performance index
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w *
2V = f(q 86%+rp82)at
(4

with a two-degree-of-freedom set of longitudinal equations of motion of a nor-
mal aircraft, The transient responses of the optimal system will look as
sketched below:

t"" t—-’

On the other hand, an optimal design of the same aircraft, but with the per-
formance index

(-4
2y = /(qda:’+ rASyt)oe
0

will have optimal system transient responses resembling those sketched below,

. N —

£ —e ? —

Applying what is presently known about aircraft flying qualities, one can
establish a clear advantage of one index over the other. In this hypothetical
case, the second may be more desirable.

The normal acceleration short period response of a modern military
fighter aircraft is similar to the angle of attack response with the exception
that an accelerometer located at the center of gravity of the aircraft shows a
delay, or a nonminimum phase characteristic. This characieristic may
cause instability if Ang is used in a feedback design philosophy, but not if
linear optimal techniques are used.

Since it can be hypothesized that an aircraft having a response approach-
ing a Butterworth filter response in either Aa or 47y may be acceptable from
a flying qualities point of view, it will be instructive to show how the two var-
iables can be combined in a performance index to yield a wide range of closed-
loop natural frequencies and damping ratios.

65

o —



s ek e bt £

Consider the aircraft short period representation described in part
by the following transfer functions

de Ky (Tas+1) A”j- _ Id,,’_(a.;.s‘«b’.su)
4% a:,.) - A 43, (,., )z 23 S+f (5-1)

where Aa = incremental angle cof attack
An, = incremental normal acceleration
4 & = incremental elevator deflection

Let it be assumed that the following performance index will be used to define
the optimal system

o
min 2
2V = Acs bong)t+ rAs,t ot 5.2
88 | [9(aesbang)ts ras] (5-2)
where ¢ = weighting factor of the state variable
¥ = weighting factor of the control variable
k = a positive scalar

Accordingly, the transfer function to be considered for the root square
locus is

__'9_(‘) _ Lu(o)tbdny(s) _ Ky (Tyss1) . LKy (8,52 +bp301)
A6, A8 (s) (w,,)z L1 AP (E’;)z* :"__'g;” (5-3)

The scalar k serves to alter the zeros of the over-all transfer function
Aldsg(s). It is to these altered zeros that the closed-loop roots will migrate as
q/r is increased. Consider the locus of the zeros of the transfer function of
Equation 5-3 with tk as the parameter. See the sketch below:

o

Locus of zeros of

Locus of zeros of ' A an
o, An Y P T&""
roall e "
=5 e
Zero of X / ¢

A
4%,

66




e The sketch on the previous page shows that the zeros of the function
/o5, i 4"%86 can be made to change almost at will along the real axis ac-
cording to the sense and magnitude of k.

The importance of this to root square locus design nrorednres ie that
the oelss of the real and the ¥adjoint” system migrate to the zeros of the real
and the "adjoint" system, Since these zeros are adjustable nearly anv /here
along the real axis, the poles of closed-loup optimal system can be made to

migrate to nearly any point on the negative real axis,

Consgider the following sketch, Figure 9, which depicts the complete
root square locus for four different values of k in a performance index.

solid line - root square locus for [[gae?+ras,®]dt
~ = «===dashed line - root square locus for f[gd»", ra&tlat
dot-dash line - root square locus for f[’ (40-/4,4{',)'4 ras’lat

———

e dotted line - root square locus for f [Q(Amt,dw,)‘o ras ot
4
O solid circles - zeros of Ti (s) and 'f%(w)

0 solid squares - zeros of —:-2- (s) and‘%;:- (-‘s)
i dotted squares - zeros ofz%-:‘-(c)- ba-:-.’f (:),ﬂ?(—s)-k% (-s)
(2 dotted circles - zeros of-a-‘i:—(;)o e-g;:-(,),-j-‘;.‘-(-.ma‘!:- (-s}

Figure 9, Sketch of the Poles of the Optimal System
for Several Values of k

67

AP s MR S S

S

[}



F1 =t

It can be seen from the sketches that a wide range of clesed-loop natur-
al frequencies and damping ratios can be obtained simply by choosing the sense
and the magnitude of the scalar k that appears in the performance index associ-
ated with each of the root square loci. By choosing +k, the natural frequency
is generally increased: by chansing -k ke natural {Taqusicy is gonorally
decreased,

Exampies of this method of root square locus design have been done on
the ESIAC computer. Natural frequencies and damping ratios well within the
flight dynamics acceptable iso-opinion specification can be obtained.

5.3 NUMERICAL EXAMPLE OF ANALYSIS OVER A FLIGHT RANGE

An example using the equations of longitudinal motion of a modern-
high-performance aircraft will serve to illustrate the manner in which the non-
minimum phase characteristics can be used to good advantage, as outlined above.

The equations of motion are assumed to be given by
40 = M0 4Mé AéoM‘ A& + Mg 85, Pitching Acceleration Equation
B6-4¢ «Lydes LsAde Flight Path Velocity Equation
tng = ¥ (46-0&)

TA“. ¢.A5e - As, Actuator Dynamics

Aerodynamic derivatives are hypothesized that might represent a
wide range of flight conditions as indicated in Table 1 below. Transfer func-
tions, for use in the root square locus, are next developed and tabulated in
Table 2.

TABLE 1
AERODYNAMIC DERIVATIVES

Flight Condition My Mg Mg Ms, Ly Lgg Tacr

A - Power - 741} -s 257 -y 267 -2.09 . 535 110 .05
Approach

B-M=,5 -4, 75 ~o 542 -, 0638 «-13.1 1. 09 . 255 . 05
Sea Level

C - M= 09 '1300 “‘1:60 o ‘39-4 0991 0415 .05
Sea Level

D - M = 1.2 ‘43.7 -2. 16 o '59.3 lu 363 0438 .05
Sea Level

E - M = O|6 "1087 "y 194 '00210 -4.86 0375 00795 005
40, 000 £t

F- M=2 -9.,99 - 249 0 -9, 45 . 140 » 0417 . 05
60, 000 ft
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The transfer functions are:

46 g (T4se1) .Y Ky (T 5+1)
‘) = W ere— -

45‘ ‘ ‘D‘:) 'T. $+d AS. © E‘_‘) + Py s+f
4’[1) (5 = ny by sease)

Ade (- ] l‘wL"-) + —:E-S*'

where:
Mse b ~ My L;‘ Mg, » Mg Ly v
H‘ = -M‘-M,L‘ k‘ L] "M"’M’.“. e.’l‘ "3’ k"

7 MsgLg My v . ~Lg,
é M‘ z¢ - %‘ Z;' « M‘.* M‘ [

L ~Lg M, ;L M;
% = W, "‘L,“-!'ML‘.T&‘ 4 = WI‘E'L“!'T,‘ My Ly

by-Mg-M
G = Mg -Myly” R .
2./~ ¢ "Mg by
TABLE 2

TRANSFER FUNCTION PARAMETERS

g : :.d. @y J K Té Ky Ty K ny b, ay

A +935 502 -1,175 .2.40 2,02 ,0520 -6.90 -.106 -,030
B 230 .370 -2.46 -2.50 1,000 .0190 -43.0 -.0190 ..012

C  3.80 .340 -2.33 .2,75 1,16 .o1035 -72,8 -.0120 ..0197
D 6,80 .260 -1.33 .1,30 0,730 ,00725 -55,5 -,0071 -.0150
E 140 .210 -.866 .2.50 2.90 o158 ~15.7 ~.0476 . -. 0930
F o370 .069 -.136 ..950 6.90 0044 -9.08 -,0304 -.00755

A flow diagram for the two-degree-of-freedom aircraft representation is
given below:
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Consider the criterion of design to be given by the integral:

0
2V = /[(Auokdn,)’qf r‘AJ."]dt (5-4)
o
The root square locus expression becomes:
3
“';"E(")E(S)'O '5-5)
h .

In terms of the parameters of Table 2, A/a‘c (s) becomes:

A Ky (Ty5+1)slekng (by 5t a8 t)

_S-:(’) i 13— 41 (—i-)z\t-&i s (5-6)
Yacr Wp Wn

It was decided to select a constant value for k and obtain the root
square loci for the six flight conditions listed in Table 1. The value selected
for k was +0, 3. It was felt that this selection would yield a set of zeros of
the root square locus plots that would in general influence the closed-loop pole
positions in a desirable manner. The selection of 4+ karny as the state variable
term of the performance index with k a constant also indicates a trade-off is
made arnong the flight conditions as to the major contributor among the vari-
ables in the performance index, At the power approach flight condition,
kK, > k Ky and the major contributor to the performance index is the var-
iable Ax . %na high dynamic pressure flight condition, an elevator deflection
will produce normal acceleration changes that are large relative to the change
in angle of attack, and the major contribution to the performance index will
be made by the normal acceleration variable 4, . 5o the index of perform-
ance will reflect a desire to minimize excursions of angle of attack at the
power approach and normal accelerations at high dynamic pressure flight
conditions.
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After substituting the numerical values for the aerodynamic derivatives
into the transfer functions of Equation 5-6, the following root square locus ex-
Pressions are obtained:

s s
Power Approach: -5 102 a § : 467 438
Pk ro (¢35, S \2, 2(s09) e
( 20 )[(.«m‘) t =55
$ s
'] tomet) |t == o4
M= 0.5, Sea Level: -4-2:[0'3 = - < '( ”s )’(_937”2 —
(%) [[=57)" 357
s s
M= 0.9, Sea Level 17w 107w (1753”)("572") *
= Ue% Oea Level: sh "r s s\ 2034
‘To'”)l_-(s.ez) * 362 "']

M= 1,2, Sea Level: 3 109 = 3

M = 0.6, 40, 000 ft: -19x0°? = S
r

() d5s e T
M= 2,0, 60,000 ft: T4xp0t s L (i ‘_;‘5”)(*7?5”)
‘ r

(t zia. + ')[(_j_'s_?_)z* 2;?’“)“ iT

The actual root square locus plots for the optimal systems with a/r'
as the parameter are shown in Figures 10 through 15, For clarity, the locus
of the adjoint system was not included in the plots.

It can be seen that the poles of the closed-loop optimal system origi-
nally associated with the short period mode of motion become more highly
damped and have a higher natural frequency. In general, flying qualities re-
Quirements indicate that this is the proper adjustment to make for this pare
ticular aircraft. There is one noticeable exception, however. The closed-
loop frequency for the flight condition of Mach = 1.2, Sea Level, would pro-
bably be too high for any value of ¢/ , This comes about because the orig.
inal open-loop aircraft appears to have a sufficiently rapid response without
augmentation,
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The actual implementation of the type of system conceptually indicated
by the root square locus plots would require a programmed feedback gain
schedule as a function of flight condition. It would be necessary to tabulate the
gains 0 deleiinine ihe complexiiy and soundness vi such a program, and (o op-
tain simplifying approximations to the exact optimal control law. It is never-
theless damonstrated that if a gain program were feasible, an optimal approach
to flight control system design is possible, and the object of the preceding ex-
ercise has been achieved.

The root square locus analysis performed in this section is really one
of the first steps to be performed in a complete analysis of a flight control sys-
tam. Additional characteristics such as feedback gains, transient responses
and sensor dynamics and location must be investigated. Experimentation must
be undertaken to determine pilot reaction to the new closed-loop characteristics
of the stability augmented vehicle. In short, many factors must be investigated
in addition to closed-loop root locations, but the closed-loop roots are impor-
tant and they can be easily controlled using linear optimal control techniques.
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Figure 10, Roog Square Locus for the Performance Criterion .
ZV-z (M..Mn,)'qwda‘,‘]dt ~ Power Approach
)
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S
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Figure 11, Root Squ%.re Locus for the Performance Criterion
2y -4’}:" [(m«u»,)‘cp rAS'.']dt ~ Mach = 0.5, h = Sea Level
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Figure 13. Root Square Locus for the Performance Criterion

ZV’A?':" ot(ag’.sdn’)'qp"d&tp- Mach = 14, h= Sea Level
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Figure 14, Root Square Locus for the Performance Criterion
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Ve 47 ?(Aazo.aAn,ﬁ;wa&']a't ~ Mach = 2+, h = 60, 000 ft
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: SECTION 6
MINIMIZATION IN THE FREQUENCY DOMAIN -
THE SINGLE VARIABLE PROBLEM

6.1 INTRODUCTION

For the most part, the previous sections have emphasized a time do-
main approach to linear optimal control which relicd on the conventional tech-
niques of the calculus of variations for its theoretical development. However,
there is merit in covering essentially the same material using a frequency
domain approzch, if for no other reason than that there are a large number of
control engineers who would prefer it this way,

In this section, and the two which follow it, a frequency domain ap-
proach to linear optimal control is developed which requires the use of anal-
ysis methorls which, for the most part, are familiar to the majority of engi-
neers (e.g., root locus, solution of linear sets of equations using Cramer's
Rule, etc.).

In this section, a brief survey of the technique for minimizing a quad-
ratic performance index with only one available control variable, in the man-
ner developed by S.5. L. Chang, is presented. For this case, it is shown that
the frequency domain equation of interest is a scalar equation of the Wiener-
Hopf type that can be solved using what is now considered to be a standard
technique (spectral factorization). The theory is developed for both the optimal
transfer function and the optimal control with examples given to demonstrate
the application of the latter. The section concludes by giving one possible
solution to the "problem of the type zero plant" and for this problem demon-
strates equivalence between the time domain approach and frequency domain
approach.

The extension of the methods of this section to the multi-control case
is given in Section 7.

6.2 THEORY FOR THE OPTIMUM TRANSFER FUNCTION

In Figure 16, W(s) represents the fixed elements of the system. The
compensating network, W, , is to'be designed in such a fashion that the ex-

. pression o0 P

/e(z)’ ot + é‘fa(t)’dt (6-1)

is minimized. ’ ’

R(s) c(s)
sT,.\ e(c)j@ w(s) e s

Figure 16, Single Control Optimal System
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[
In Equation 6-1 J = [/ @?d¢  io the integral square error and
[- ]
I, = f w® ot represents the integral square value of the control effort,
[

Chang'a thaory i3 sveioped by vbtaining an equivalent frequency domain
expression for Equation 6-1 in terms of the system transfer function through
the use of Parseval's Theorem. The word equivalent is emphasized, for one
must continually bear in mind the conditions under which the time domain ex-
pression is equal to the frequency domain expression,

Before proceeding, a basic characteristic of Parseval's Theorem

should be pointed out, The theorem ctutu“
[ ]

/a{g)’dt - ‘L Als) A(-s) d's (6-2)
where o0
& o] = ,o/' clt) e at = A(s) (6-3)

Suppose A(s) has poles and zeros in the right-half plane, Under these condi-
tions, the left-hand side of Equation 6-2 doee not exist. Consider now the
right-hand side of Equation 6-2, The evaluation of an integral expression such
as this is easily carried out through the use of standard tables (Reference 11).

It is always possible to write | _
A(s) = A, (3) Ag(s) (6-4)

where A, (s) contains only left-half plane poles and zeros and Ag(s) is the
all-pass network necessary to maintain the equality of Equation 6-4. An ex-
ample will make this clearer. Suppose ‘

~TeSe/ ‘
Sl & A7Y) (3 ATE) (6-3)

Equation 6-5 can then be written:

) 7,841 . .r,m) 't,m)( z',m)
Als) (Te8+1)(Tys+1) ( Tiue) (-'l"tof ~Tgeel (6-6)

Als) = Ag(s) —
Consi ‘
onslder NOW  A(9Als) =AA,(-5)As(s) A (-8
=A,(s)A(-9) e

This is true because the product of an ail-pass network with its conjugate is
unity, that is,

Ag(8) Ag(-8) =/ (6-8)
This, of course, means that the expression

joo
?7:"1' :L. A(s)A(-s)ds

is evaluated as though A(s) had only left-half plane poles and zeros. It is all
too easy to forget, when one works strictly with the frequency domain expres-
sions, that the equivalence between the two sides of the equations is voided
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when A(s) and A(-8) no longer possess a common convergence factor. That is,
there is no longer an analytic continuation from the left-half to the right-half
plane, and vice versa.

We return now to Equation 6-1 and apply Parseval's theorem:

& H j=
/ [e*(8)+ L2u?]dt = L / e(s)e(-s)ds + —’i f u(s)uf-s)ds (6-9)
H arj Sjoo anj Sjw
Equation 6-9 can be rewritten in terms of the transfer function
| -g- - £ (s)! (6-10)

and becomes, after a few manipulations,

L4
5ok 3y = g [ [Fla-1l[FCo-i] R REs)as

.JQ

L f"' EFE9REIRE
2n;j Wis) W(-s)
-jor {(6-11)

It is now required that one find the F(s) that minimizes Equation 6-11,
that is,

An arbitrary F(s) is writfen as

F(s) = Fo(s)+ R Fy (9 ,
where 4 is a constant, F, is the optimum transfer function, and ~, is any
arbitrary, but physically realizable, transfer function. In other words, one
takes a variation on F(s). The result is

Jek*T, = T+ 2(J, +7,)+ 22 Iy | (6-13)

where

® LR, E
Lok [ menmee 2] era

- joo

TNot to be confused with the time domain F matrix used eslaevhere in this
report.
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"y i J”r'" ij z’-IIZBF“d
= — -j] +
¢ 2R ﬁ/ju I_U‘O / ww 1 99
Joo
‘ 12
Ty = —— [h-—L--]F‘,F',Pﬂds
2mj J. wiw

and F = F (-8), ete.

Ja is the "optimum", Jy is > 0 and J, =Je , since J, (¢) = Je(-5). From
thi: it follows that a necessary and sufficient condition for £, to give the lowest
value of J)+k*J is, for arbitrary F, , & = 0 (see, for example, Reference

Thus we are led to consider the equation

oo
L3F,
;J./n[(l-“-l)-r WW] ?fp; ds =0 (6-14)

where all the poles of ’-'; are inside the right-half plane. Equation 6-14 is
- identically zero if all the poles of ' :

kiF,
[(p"-')-o-w-—]gﬁ ‘ (6-15)

. are also inside the right-half plane, and the path of integration is cﬂomple"te.d
- to the left.

g The behavior of the integrand on the semicircular contour must be ex-

- amined to assure that it vanishes. Thus one must be careful that Equation 6-15
behaves like 1/s* as 8 = @ , assuring the convergence of the integral on the
semicircular contour. This condition is usually overlooked and can be easily
violated (for example, when R(s) = 1, it can occur that (R-0)¢r &'F/ WN is
not a proper rational fraction in s).

At any rate, it follows that a necessary and sufficient condition for a
minimum is that

L2F,
wiv

[(;;.,)* ] R = 4(s) (6-16)

have right-half plane poles.
Equation 6-16 is then rewritten as

(u :;)?ﬁﬁ-ﬁk “a(s)

(6-17)
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Let k'
* = Y - -
! v (s)Y(-8) (6-18)

and note that Equation 6-18 is not changed by replacing s by -s.

to be a function with all left-half plane poles and zeros. The need for the poles
to be in the left-half plane cannot be justified. However, the need for left-half
plane geros will become apparent in Equation 6-21, The process for finding
Y(s) is called spectral factorization, Chang then defines a function

2(s) = {Rls R(-9)}*
in a similar manner, Using these expressions, Equation 6-17 becomes

YVZEF,-2F = 4(s)

or

z (s)
YZE - £ o 29
?F; Y Y2 (6-20

:/ Y is now expanded in partial fractions to give

TR

‘where [2/V ]‘ contains the terms with left-half plane poles and [#/V ].
contains the terms with right-half plane poles, Equation 6-20 becomes

Z % [E ]
YZE, =|—] = = —_— , 6-21)
’ [v ]+ v LV - ‘

Since all the poles of the expression on the left-hand side of Equation 6-21 are
left-half plane and all the poles on the right side are right-half plane, the op-
timum solution is (see Reference 3):

7 [+
Fo=vr |71 {6-22)

From Equation 6-11, we see that J; becomes unbounded when W(s)
has right-half plane zeros and F(s) does not have the same zeros as W(s),
Similarly, if R(s) is //8" , then J; becomes unbounded if [F(s) - 1] does not
have a free s” term. Also, J; becomes unbounded when Ru?/¢” and W(s)
does not have a free 1/3".

One of the difficult points in the theory can be remedied immediately.

It in the requirement in Equation 6-19 that Y(s) be a function with left-half
plane poles which causes J; to be nonexistent when W(s) is non-minimum
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phase. It is apparent that this difficulty can be remedied by letting £, have -‘,
the open-loop zeros. That this is the correct thing to do can be proven by -
going back and solving for the optimal control &, rather than the optimal

transfar functicn £, . This wiil be done in the next section, since the ex-

pressions for the optimal controls will prove to be the real quantities of inter-

est in the multidimensional case.

6.3 THE OPTIMUM CONTROL

Ia this section, S.S. L. Chang's method for solving the least-square
optimization problem is reformulated by solving for the control which mini-
miges the performance index (rather than the transfer function which mini-
miges the index). This leads one directly to an expression for the system

transfer function which correctly indicates that the closed-loop zeros are the
open-loop zeros.

- PRERNE o . A

Single -Input, Single-Output
Consider the block diagram of Figure 17 (the same as Figure 16): §
e | 73 5
e W, W . y 4

Figure 17, Single Control - Single Output Optimal System

In Figure 17, W represents the fixed eloements of the system. The per-

. formance index o8
Ve [(eebtut) ot S '6-23)
4 ‘ e

is to be minimized by solving for the optlmli control, u, .

EWEW e o M e L

Equation 6-23 can be rewritten in the oquivalont frequency domain form

1 ivo

= - -l = 2 -
v 27 ‘-/,;u {(B Wu)(R-Wi)ek uu‘]dc (6-24) ;
since i
Y = Wu (6-25)
One now takes a variation on Equation 6-24 by letting ;
U2lytdiy §
where ¢, is physically realisable, but otherwise arbitrary. The result is %

Ve Ty s M(TyeTp)e A2 Ty (6-26)

where Ja is the optimum, Jy ie > 0 and Jp = Jp, since Jp(9 = T (-s).
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Thus the necessary and sufficient condition for «, to give the lowest value of
V is, for arbitrary &, , Jo = 0. We must therefore consider the equation

joo
! = -
Te= 2 S [0, W (2w )]z, o (6-27)

-J'.

From Equation 6-27, it is apparent that

(k*+ WW)u,-WR = 2(5) (6-28)
must have right-half plane poles.
2 = = - Nﬂ *k‘pﬁ
Let ks WW =YY o8
and let {NN *LzDH}*
- D (6-29)

where W = N/D

Here we let Y have as poles all of the open-loop poles, D, in order to insure

that Equation 6-24 will exist when there are open-loop poles in the right-half

plane. Equation 6-28 becomes '
YYVu,-WR = 5(s) (6-30)

and the optimum value of u is

. [HE . ve 6.
“ Y [ Y L. (NN +L2 DD)* [ (NN*L'DET‘_]* (6-31)

Hence
- _i - W, - w W R
Fo R R YR [ v ]+ (6-32)
or
N Ne
o e{wman}*[@mm Dﬁ}']+ (6-33)

In the above expressions, it has been assumed (for convenience) that R has
left-half plane poles and zeros,

Equation 6-33 is the desired result since it shows clearly that the op-
timum transfer function must retain the original zeros of the system.

The procedure outlined above also demonstrates the feasibility of min-

imizing the integral expressions by sulving for the optimum control expressions
rather than for the optimum transfer function.
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In the sections which follow, several examples will be be given to dem-
onstrate the application of Equation 6-31 and, more specifically, how one spec-
tral factorizes the expression

teww (6-34)

It is interesting to nctc that one usually iries to find only the optimal
transfer function or optimal control expression in the single variable case. The
compensating network required to force a particular optimal control is usually
ignored. Apparently the feeling is that the compensation can be realized.in a
variety of ways. While this may be true in the single variable case, one is
forced to admit that the nrore complex multivariable case is something else
again, One of the most important tasks of the multivariable theory is to spec-
ify the "feedback gains" which compensate the open-loop systems.

6.4 EXAMPLES
For the first example one supposes, in Figure 17, that

K(aset)
w - — 6-35
) s(Ts+1) ( )
and |
= .i . (6-36)

a step input.

Substituting into Equation 6-29,
{NR + k2DD]?

=Y
- gives D
jle'(-a‘s%1)-&‘3‘(-2";"1)}* _ .
, TF ) ‘ = Y | ‘ (6-37)‘
. Therefore a |

,{l"" Tist. (a‘ld'#é‘)s‘; M’}*

S(Ts+ ) (6-38)

Y =

To spectral factorize the numerator of Equation 6-38, one observes
(Ci8® + Ca54Ca)(Cy 5% Cy84Cy) =G s*- (1 -26,C5)s* + Gs* (6-39)
Equating coefficients between Equations 6-38 and 6-39 gives
C = k7
G, = K
Cp = Jatkteb?e 2kt

(6-40)
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Equation 6-38 reduces to
Y= {(Q"*Cz’ *av)(cﬂ‘"a:’*aa)r _ C8%+Cqas+¢Cy (6-41)
/7Ten) T 8/7e.1)
The expression for the optimal control, Equation 6-31, becomes
¢, = ${%3+1) Kl-ass+1)
(C,83+Cy 640y) $(Cs%-Cy5+8y) |, (6-42)

In Equation 6-42, the only pole which contributes to the partial fraction
expansion is the one due to the step input, since the poles of C,9%2- 0,5 +0y are
in the right-half plane.

Therefore: [ KCass )
° = s(Tse1) C st G,s+6’3] §20
o 0,8' *Cz' . CJ -]
(Ts+ )
C,82 +Cy 5+ Cy “ (6-43)

The optimal transfer function is then

1
Eetuws=s Tse! , _Klas+t)
g ° G805+ 8y s(Ts+1) (6-44)
“(as+1)

C, 5% +Cy3+Cy
It is easy to see that the closed-loop poles migrate towards

sn-o,d | (6-45)
as the error is weighted more and more heavily (i.e., as k? = 0).

From Figure 17, the expression for the compensating network is found

Fo
w W —e——— -
b = i (6-46)

Substituting in the known values gives

Te ot _ ( 'g )(7‘*')

Cs
G5+ (C,-Ka) ( ) 61 (6-47)

to be

W&‘
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We first observe that W; is not a pr .per rational polynomial, As k! -+ 0
(weighting error term heavily)
I P |
[ ]
W, = — e OO (6-48)
¢ (Q*O}S#[(C‘,-Md)-’ a]

That is, the form of the series compensating network becomes indeterminant
from the optimal control viewpoint, since We = o requires infinite control
deflections and the performance index no longer exists. Under this condition,
the designer may try a different type of compensation, perhaps a feedback
path compensating network or a combination of series and shunt compensation.
It is easy to see that leaving the specification of the compensation to the in-
genuity of the engineer could lead to serious difficulties, when the complexity
of the problem becomes compounded by the presence of many output variables
and many control variables.

Since the transfer functions which describe aircraft usually do not con-
tain a free 1/s term, the second example will deal with the system

Klase1)

3) = 6-4
Wes) bs2sos41 (6-49)
~ and the step input
=L
s (6-50)
'I‘he example yields results that lead to some interesting questions.
One now finds _ |
NN+ k2 DD = k3b2s4- (k%8s b¥et. 24%h)8% (2?1 4) (6-51)
| (0324084 0,)(0,5%- G54 0,) i
. After equating coefficients,
e, = kb ,
Cp =K%t s ke - 2645 + 246 27 4T (6-52)
Cp = JHI1 42
The expression for the optimal transfer function, Equation 6-33, is then
i slktassn] K(-as+1)
0 (kbs*+Cys + [ETTF) s(kbs?-Cys » JRTTT |,

Klas+ ) K
kbst+Oyue [ERED ~ [RTeal
1
(/rﬁ-'r) (w520

—kb
JH‘*Li JB!J-bz (6-53)
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From Equation 6-53, one observes that the gain constant for the optimal
closed-loop system is not equal to unity and only approaches unity as k*—e 0
(heavy weighting nf tha arrar term)  Tha imnlicatinn ie that optimal control
theory cannot design a closed-loop system with zero steady state error for a
step input unless the free elements have an integrator. This is a serious dif-
ficulty from the viewpoint of the control engineer who designs stability aug-
mentation systems for aircraft.

A gecond difficult point is encountered if one substitutes Equation 6-53
back into the performance index, Equation 6-11,

Joo

R R
'J“

_k? f " F(s)F(-s)R(s) B(-5)

207 Sow W(s) W(-s) (6-54)

+

Both J; and J; == oo . That is, the performance index no longer exists and a
qQuestion as to the validity of the design procedure is raised. In Equation 6-54,
Jy = o since F(s) - | has no free 8 to cancel R = 1/s8. J,+ o0 because

F(s) / W(s) has no free s to cancel R = 1/s. That this is truly the situation is
obvious since the error is finite and this in turn requires a finite control ef-

fort for all time. These two difficult points will be considered in the next
sections,

6.5 THE PROBLEM OF A TYPE ZERO PLANT

As was seen in the preceding section, when the fixed elements are

type zero and a step input is assumed, the performance index no longer exists.
Hence, although the procedure yields a design, it is impossible to verify that
it is an optimum one. However, it can be verified that the optimal design pro-
cedure yields a system which minimizes the steady state value of the integrand
of the performance measure, This implies that it designs the system with the
highest possible position constant ( Ky) consistent with minimizing the integral
square value of the control effort. 'ﬁxus we conclude that the method is, at

the very least, heuristically sound.

We now proceed with the Proof that the £, (s) yielded by the design gives
a steady state value for (e? + k?u®) that is a minimum.

From Equation 6-32,

W | WR -
Fo(s) o [ S ]* (6-55)
one finds
Fol0) = Iy (6-56)
]+
W(0)?

when R = 1/s,

86




Since e(&)é’f"[{r-ng] and uft)= x"[}:e/w] , we may consider the expression

ot bty? = {f’[[ﬁ(s)-'] %]}2*"1 {‘{, [%%)i”z

when R(s) = 1/s.

Expanding each term in a partial expansion gives:

z-'{[m-:]_;} - [Fto-1 e¥|, , X[4] +- -

. ) F -t
Z’ﬂs_)-!_ 2__(s) e’tl )4 [—1—]1-...
W(s) s W(s) s§=0 S

As t - o0 , we obtain

[Fl)-1] = e(e0)
F(O)/W(o) = u(oo)

and

Therefore the steady state value of (e? + k?u?) is

2 E]?
Flo)-1]" + k% |2
[ ] [W(o)] (6-57)

Differentiating with respect to F(0) and setting the resulting expression
\ equal to zero then gives the value of F(0) which gives the minimum steady

| state value for the integrand of the performance index. Performing this oper-
| ation gives

| f

‘ ! Fo) = ~————ag—

| © k (6-58)

| : ! + "W'(oj!
} which agrees with Equation 6-56, Egquation 6-56 was arrived at by using the
| equations for the design of the "optimum" system.

' - 6.6 PROBLEM OF OB TAINING A "GOOD" LOW FREQUENCY
K : RESPONSE WHEN NO FREE INTEGRATOR APPEARS

The problem of obtaining a closed-loop system with a zero steady state :
error response to a step input, when the plant has no free 1/s term, is now ,‘
considered. The answer to the question of whether or not the optimal design
procedure can design such a system is, surprisingly enough, a simple one.

The optimal theory will design such a system if one properly defines the per-
formance index.

%?hia conclusion is a reasonable one, because one may argue that such
a linear system can be designed without optimal control theory by simply
"calibrating” the system beforehand. Now every linear system is an "optimum"
one for some performancejindex, so we may argue that there is some
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performance measure which will be a minimum for this system which has
been calibrated to have zero steady state error.

6.7 THE PROBLEM OF THE FREE INTEGRATOR USING
S.S. L. CHANG'S APPROACH

To prove the assertion, consider the problem of finding the control

which minimizss the performairice index of Equation 6-59 when one is given
the system in Figure 18.

00
2V = [[q(a, 2, - Cyn,)? ru‘]a’t (6-59)

%1 © Y2
W — W -

Figure 18, Single Output Optimal System

Applying Parseval's theorem to Equation 6-59 yields
joo
2V = 3-;-’,7 {u [q (C %, - Cy 2, )(C) %)~ Cy % q)+ raE]dl (6-60)
Whére %, - %,(5), %, = % (-5), ete.
Observe that
%4 (8) = W(s)u(s) (6-61)

It is assumed that the trans;‘.'er function describing the fixed elements of the
system has no free 1/s term, That is,

H(ﬂ.os"i-a,sn"'i-.. P ’)

Wi = bas’"r b,s’""4- cee (6-62)

where m > n,

We may write Equation 6-60 in the following manner:

Jco .
2V = ! / [(C,%,'CzWu)(G,i,-G; WE)*-':—UE] ds
9 27T o g
Note: r/q ie equivalent to the k? of the preceding section.

(6-63)
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One now follows the usual Procedure of substituting
U=u,+2u, (6-64)

into Equation 6-63 and lolving for the optimal control «, . Carrying out this
Preesdurs, vae can express Lquation 6-63 in the form

‘%‘ Tos A (Tye7y)s 205y (6-65)
where
I = —;— / [(c,z,-a,w.)(a £, - a,w«.)+— u,8,] ds (6-66)
T, = —,'Ir [ F(_;‘. +C,* ww)lz,-e,c, m?,] “, ds (6-67)
ioo
7. - L (L‘a*ww)a-ac W | ads (6-68)
e 2r; N s o “103 1l % _
I, - ."?. f F{-"'-*a,’ww)a,a,]ds | (6-69)

Ja is the optimum, J, = J5 and J; > 0, Hence, the necessary and"
sufficient ¢ condition for 2V/q to be a minimum is

J, -0 o o (6-70)
This is equivalent to saying . |
£ +02wi)e,-ce,Wx, « 50 (6-71)

must be analytic in the left-half plane. The solution to Equation 6-71 is (by
direct comparison with Equatiom 6-28 and 6-31):

. ! [ e, 0, W, ]
° t v 3 -
l-g—-o»c, ww I -[7 + 0 wWW I + (6-72)

The optimal transfer function relating %, to %, is then

:l = w:‘-_+ [ f' 6&“’1‘1 -J (6-73)
| -;‘c ww] 3oc,*ww] .
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For the special case where %, is a step, i.e.

/
¥ =< (6-74)
Eaunatinn 4-72 vadusas ¢
Xl O CCWo wo) ]
¥e o [_:. 4.0" w'(a)]-r I._;: + c" W‘(D)]-J
- C, Cq W'(o)
Fa W
1f e a‘uume C; =1, we then should pick
r 1
A -
C = 1+ T W (6-75)
in order that
, "
—— - I.O 6-76
ol B ( )

6.8 EQUIVALENCE BETWEEN THE TIME DOMAIN STATE VECTOR
APPROACH‘ AND THE FREQUENCY DOMAIN APPROACH ‘

, An equivalence exists between the state vector approach of Kalman and
the frequency domain approach of Chang. The nature of this equivalence is best
demonstrated by an example. For the example, we optimize (in the time do-
main) a second-order plant to a step input, to show that it is possible to obtain
a control system whose steady state gain is unity, even though no free inte-
grator appears in the plant. Thus the results of this section can be compared
directly to those of the last section. In addition, the approach used to include
the input in the set of first-order differential equations is a general one that will
be given a more formal basis in the section on "Model Following" (Section 7. 7).

It is possible to express a deterministic input in the form
Yy = Fp %
where

%r = state variables of the input
F; = constant matrix.

The plant can be expressed in the form
xp - F..’ ”F 4-6',, “’

¥p = state vector of the plant
Fp = plant system matrix
G = plant input matrix

4p = plant control vector

where
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The input and the plant can be combined into a single representation =
and the combination can be optirnized (see Equation 6-77).

% Fr 0 %y 0 i
= + [“p] {6-77)
*f 0 F:p Yo a,p

Now assume a step command input is applied to a closed-loop system
which has the open-loop configuration shown below.

o i i s T

@ 1 z
=1 stias+b [

Figure 19. Block Diagram of -:—:-
The step input can be described in the form 4
”' = ,' ‘i' - 0 f
The plant becomes: i
X, =% .
Ny = %y
%y = ~Q% ~by,+u
The entire system, consisting of input and plant, becomes: i
\ %, o o ol|lx]| [o
; 2, |=(0 0 f 2 | +f 0| [e]
‘*, . i
Ly 0o -b -a %y 1 (6-78) %

Suppose we decide to minimize on the difference between the weighted
“"output", ¥ = %, , and the weighted step input, %, . Choose

y=0Cux-Cpxy; H= [C, -C, 0] _ (6-79)
“where ¢, and C, are constants.
Let [ﬂ] = 9

[Q] = q } r and q are scalars
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The performance index is

00
2y = f[g e« - G_..on:)'q» ru‘]dt 14_20)
°

Subatituting the H, Q, R, F and G matrices into the matrix Riccati equation
(refer to Section 3.2):

-PuPF+F'P-PGRC'P+H'QH (6-81)
yields the oxpuuiqx_u:
-py - T (6-82)
. Prs P;

Py = Py -0 g (6-83)

. ‘ i3 P,
Py = P~ P8 - —"‘.".—“' (6-84)

_Pz ' .

P = ~2bpyy - ;’ +C' Y | ‘ (6-85)
“Pay * P 4P bpyy - —";. - (6-86)
B = 29..-2an -.1';'_3 (6-87)

~Pu 23 P33 -

If one now solves for the values of the steady state gains using the
expression

Ck=cr'a'p (6-88)
it is seen that the gains of interest are

P
. K, = al LI
¥ (6-89)

)
K, -
« Pss
Ky -

The over-all system is shown in Figure 20.
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e T e

INSUT Ky st a8+ b

K,‘M,s

Figure 20. Feedback Configuration

The transfer function is

g - K,

x, = 52+ (a+Ks)S+bv "y
-U' i
bs i3

= $ i a.+L’,
—_— { 6-90
() - () o

The remaining task is to select values of ¥, , ¥; , and Ky that will yield

%3 (6-91)

an—

w4

= 1.0
L 1]

and are consistent with the set of Equations 6-82 - 6-87,

. Let us first observe that the desire to have constant steady state gains
K, § ¥, . =xd Ky requires in turn that

Prs 1 P P33 ™0 . (6-92)

as t — 00 . Thus it is necessary that Equations 6-84, 6-86 and 6-87 be set
equal to zero. If Equation 6-84 is set equal to zero, then p, must be a con-
stant. Thus 5, is necessarily equal to zero and this forces Equation 6-83
to equal zero.

In a like manner, the fact that Equation 6-86 is equal to zero forces
us to conclude that £, —> 0 as t ~» oo . Thus Equation 6-85 must also be

set equal to zero.

We next observe that Equation 6-82 is an identity and is thus always
satisfied, regardless of the value of £,; and can be safely excluded from the
set of dependent equations.
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If one solves Equation 6-85 for #33 + Equation 6-83 for 0,y and Equa-

tion 6-87 for p,, , the resultant expressions will satisfy all the Equations
6-82 through A-R7.

Applying this procedure, one finds the following expressions for the
steady state feedback gains:

-01Cs Y

K, = )
R/ X (6-93)
K = -befb 0% §/r (6-94)

Ky = - a+/a‘- zb+2/b’+0,' 3/7 (6-95)

The natural frequency of the system is defined by the expression
@t = fb2e Gy © (6-96)
‘and the damping by the expression
| , | at-26 +2 fotecit oy !
z = F3 ‘ ‘ 4
Jb*+ G2 4/r

T From‘Equatibnu 6-96 and 6-97, one observes that the natural freq‘ué‘ncy
and damping are independent of the parameter C, . On the other hand,

(6-97)

”g ' - 'z'

Y les b+l (6-98)
a, Co Q/r (6-99)
bt + G2 9/r

Thus the steady state value of %, ( %, being a unit step) is directly
proportional to ¢, and we can always force
s |
— =/
% |ss

For example, let C; = 1,
Then: -, ’/',

Ry
~bs+ [b2s 8/r

Ky =-a+fa%2b+2 0% 9/‘:"7

X
»

(6-100)
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and
W, = Jb*+ Yr
7
Z ) a%-2b + 2,/4;2‘?/,-
2 b2+ §fr
x, - C, {6-101)
*2 | ss (r/q b? + 1)
Therefore let
o
¢, = 1+ 7 b* (6-102)
and Xz -1
¥y ss :

That is, the steady state error ¥,-%, = 0,

Observe, from Equation 6-97, that as §¢/y - oo, the damping ap-
proaches . 707 regardless of the value of C; .

Notice that the choice of C, = 1 and C, = [+(#/q)b? gives us the same
poles of the optimal system as one obtains using the performance index:

[ -]
2V = f [q (1,- %)% +rut]dt (6-103)
[
Only the steady state gain constant is different.

In the previous section we obtained in Equation 6-75,
” !
C = 1+9 Wi

Letting 1

W= s2+as+d
gives p
Wlo) = T
Therefore
F 4
= 14 ré
|

This result, obtained using the frequency domain approach, agrees
with Equation 6-102, The frequency domain answer was obtained in closed
form (i.e., in terms of the transfer function) while the time domain answer
comes out in terms of the various matrix entries.

As another example, suppose it is required that @, = constant. From
Equation 6-96,
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PAIEVEE "bz¢0,’ Q/r"
ﬁ)o""bz
4/r

pick

G-’ =

If we continue to require

.:i =} = M—-
%y |ss b*+ 4/r

then pick wet

¢, = .
1 7'9/7- ?“"’".' b l)i

Using these values of C, and C; gives
K = -’
/d,, ‘ wgz-'b
Ky =-a+ fas 2(e3-4)

and a dampihg ratio of

< /1 (@Eb), _at
g ‘/2 ( wa‘)+ 4w,

‘ Thﬁs Z =, 707 when w,,’ >> b, The system is given in Figure 21.

. _ '
% ¢, 2 - e
—Hf -35-4—:-s+l
Kz vlys

Figure 21, Closed-Loop Configuration

or
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!
1 77N\ ld, b £z
-.. —'F‘&-:-lol
[
—‘ ‘-ﬁ.s T —
¥ ¥,

Figure 22. Alternate Feedback Configuration

"~ where A

b- w,t
Ky, —  w,d
el - 4-/4'# 2{00‘-‘7'
K’ - woz

The performance index is

[ .‘ 2 .
2V'/ 9[ = S % - ‘2’"‘—“ M,J srutl ot
’ /Y7 (@4-4%) ¢/r
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SECTION 7

MINTMIZATION IN THE FREQUENCY DOMAIN -

THE MULTIVARIABLE PROBLEM

7.1 INTRODUCTION

In this section, the frequency domain approach of the previous section
is extended to the multivariable case, The development is one which preserves
the state space notation as much as possible but draws on the frequency do-
main approach of Chang for the basic analysis tools. It is shown that the
frequency domain equation of interest, which was a scalar equation in Section
6, becomes a matrix equation of the Wiener-Hopf type. This equation is
solved by two methods:

1. spectral factorization, or

2, @& direct method.
Examples are given to demonstrate both approaches.

A subsection is included to show how one arrives at the matrix Wiener-
Hopf equation when the basic description of the system is given in terms of
transfer functions rather than a set of first-order differential equations.

The section concludes with a theoretical development of a method which
uses a mathematical model to describe a desirable set of system dynamics
and then requires the plant to match this set as closely as possible. Specifi-
cally, the model is included as a prefilter ahead of the plant and the object of
the design is to move the plant poles to those regions of the s plane where they
will not interfere with the model poles. Examples are given to illustrate the
basic character of the results obtained and to demonstrate how one uses the
optimal control law, &, = -£'% , to synthesize a specific closed-loop configuration.

7.2 THE REGULATOR PROBLEM

Consider the time domain vector equations
Y = Hx
% = Fx+Qu+aft)

where a(t) is a vector which takes into account any inputs to the system (e.g.,
a disturbance input).

(7-1)

The performance index is written as

00
2v= [[{ @yl + ) Ru)] ot (.2
0
Applying Parseval's theorem to Equation 7-2 gives
{ J0e
V= —271'7.{” {y,@q-ra,k?u}dt (7-3)
where y=y(s)
§=yts)

Yo ™ q'(—s) = transpose of the vector g(—s)
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Taking the Laplace transform of Equation 7-1 yields:

y = H|[Is- F]"&'u s H[zs- F‘]" [x(0)+ a(s)] ' (7-4)
For the sake of brevity, write ‘
yls) = W(s)u(s) +B(s)['x(a)+ a(s)] (7-5)
80 that
j=W&+3B [2(o)+ 2] \ \ (7-6)
and
g = () = s Wy + [%'(0)+ 2, ] B, (7-7)

The expression for y, @y becomes, after letting B(s)[x(0)+afs)]= B,(s)

4,9y = L, W, QWu+u, W, Q@B, + B, QWu + B,,@ B, (7-8)
Substituting Equation 7-8 into Equation 7-3 gives
Joo
f
2V=_2.’-17'J'_ {“xMQWU*“«MQBﬁ B,,QWu+3B,,Q@B,+u, ?“}ds (7-9)
..J'w

We now seek the optimum contrc! vector which minimizes the perform-
ance index of Equation 7-9. Let

U=ty + Hu, (7-10)

where «, is the optimum component of « and &, is any arbitrary control vec-
tor which is analytic in the right-half plane. Substituting Equation 7-10 into
Equation 7-9 gives:

n"w

{
2V o [0, We QWu,+ 4, W, @B, + B, @Wu,+ By, @B, +u, Ru,]ds
“J

Joo
+ 2 f f‘-‘-o,, Wi QWa, + Bra QW + &, ‘Eu,]ds
ZJTJ ~joo .
1 Joo
¥ E/ [“"a Wy @Wy, + 4, W,GB,-*“;,E&,]dS

..J'”

3 08
2t
‘“zTrT{u [w,, We@Wu, + &, R ] ds (7-11)
or

2V = T+ AT+ Tp) + 22Ty (7-12)




In Equation 7-12, J, is the optimum component of 2V while Jg is
always positive. On the other hand, the integrand of Jp = Jo. whens —» -8
and the necessary and sufficient condition for an optimum becomes (see, for
example, page i4 of Reierence 3):

J.=0 (7-13)
The relationship of interest is
joo
1
%o | [{eﬁw,ow]u, . w,aa,}ds (7-14)
-jo

Since «,, is a vector which is analytic in the left-half plane, the con-
dition T.e0
c -

can be expressed as
[R+W,qw]y, + W,@B[x(0)+a(s)] = 4 (s) (7-15)
where % (s) must be analytic in the left-half plane,
For the sake of compactness, let
C = [ReWe@W]= R+Q'[Is-F']H'GH [15-F] "0 (7-16)
and

T=W,QB[v()+als)]= C'[Is-F' T HaH[Is-F] ' [2(0)s als)]  (7-17)

Equation 7-15 becomes
Ca.,uT-q, (7-18)

Equation 7-18 is a matrix equation of the Wiener-Hopf type which can
be solved in two different ways. The method to be described first requires
the factorization of the matrix C. The second approach takes advantage of the
fact that the closed-1oop poles of the optimal control law can be found from a
scalar equation. Thus one need only solve Equation 7-18 for the zeros of &, .

Thus far the solution of the matrix Wiener-Hopf equation for the opti-
mal control vector has been emphasized. However, one may solve for the
optimal output vector ¢, under the special condition that the matrix of trans-
fer functions is invertible ( W~/ exists). A necessary condition for W=’ to
exist is that the number of outputs equals the number of controls. When W/
exists, the relationship

y=Wu+ B8,

can be substituted into the matrix Wiener-Hopf equation to obtain either

_W-! ([14 WR'W,Qly, - ’%} *%

or
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S
P,

-1 -1 -1 -1 =

Wy {[qw/, ’w ']y -WyRWB] = 5

as alternate expressions in terms of the optimal output ¢, .
above results, it has been assumed that(gw-’)"- wre-! .

In deriving the

[Rew,qW]u, + Wy @B = 4
y=~Wus B,

W' [y-8] =w

[R+weaw][w-' (4B ]+ w, a5~ 4
RIW™ (y-B)]+Wea(y-B)+ WaB = 3

[(Rw-!+ Wy @ly- Rw B, - %
- - 4,
oW ’{[n(ew ) W,Q] Y- B,}= 4

if (‘Ew"}” = WR-!, then

rw-1 {[Juwe-’w, Q] Y B,} =3
or

wl {[Q+ W*-"BW] yo— W)‘-’EW-’ Bf} = ?

7.3 FACTORIZATION OF THE MATRIX

From Equation 7-16, one observes

oy = [ReW,QW], =R+ W, @W=C (7-19)

since R and Q are symmetrical.

Equation 7-19 is the defining relationship for a paraconjugate hermitian
matrix and we are assured (Reference 8) that a factorization exists such that

C(s) = Y's)Yts) =Y, Y (7-20)

where Y(s) is rational and analytic, together with its inverse Y-1, in the
right-half plane.

Substituting Equation 7-20 into Equation 7-18 gives:
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YYu ¢+ T =n (7-21)
o T 2 ( )

or:
Y [Yu,+ \;"J]m} (7-22)
where Y."J' may be decomposed into the sum
YT ], [T (7-23)

in which the first factor on the right is analytic in the right-half plane and the
second factor is analytic in the left-half plane.

Substituting Equation 7-23 into Equation 7-22 gives
Y [Y“o ¢ [Y;'J],-‘- * [Y;"T]—] =% (7-24)

- Let

w, = -y '[yir], (7-25)

and substitute above., We then have
Y, [Y'Jd] = T
which is, by definition, analytic in the left-half plane. Thus we have satisfied

the requirement that be analytic in the left-half plane and verified that the
assumed 4, is the optimal control vector.

The crucial step in solving for the optimal control vector is the task
of spectral factoring the matrix C. In general, this is a tedious chore and one
must resort to the algorithms given in References 8 and 9. The algorithm of
Reference 9 permits one to draw some immediate conclusions concerning the
form of the optimal control law and, when used in conjunction with other known
facts about optimal systems, gives an indication of the amount of superfluous
work required in the factorization approach.

- From Reference 9 one finds the first step in factoring C to be the one
of obtaining a least common denominator for all the entries of C. This step
becomes trivial in view of the fact that all the transfer functions derived from
a set of equations have the same poles. The least common denominator is the
polynomial in 8% which defines the open-loop roots and the conjugate of the
open-loop roots, That is,

DD

where A is a p x p matrix which contains only pclynomial entries (as opposed
to the rational entries of R + WxQW) and D is the characteristic polynomial of
the open-loop system.

e 7e+w,aw-[—I—]A (7-26)
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Reference 9 further assures us that a factorization exists such that
A -A,' Ag (7-27)

where Ay, and A, have only polynomial satries. If we assume, for the sake
of simplicity of presentation, that D is analytic in the vight-half plane’ , it is

seen that
Y =[ID'] A,
and v
Y, =[1[51"]aA,
Now
o,
IDA,™
Y/ = DA™ = 7-28
' Al ( )
and adjf
{ -1 IDA,M
= A = --_.._'_".._ )
O (7-29)

Note that ID is a P X p matrix, where p is equal to the number of control vari-
ables and A, % is again just a matrix with polynomial entries. Substituting
the above expressions into the equation which defines the optimal control law
(Equation 7-25) gives:

_ o] [rpasd |
©TTTTA [TTA e, (7-30)

Since A, o is a polynomial matrix, it has no poles which can contri-
bute to the partial fraction expansion, The same is true of the I A,.i » since
it has only right-half plane roots, On the other hand, Wy @B, has both left-
half and right-half plane poles and will contribute to the partial fraction ex-

~ Pansion (in particular, W, @3B, has the poles of the open-loop system and the
poles of a(s) ). Thus the various components of Equation 7-30 must be of -

- the form
- gov (s) )

Yot = et ) (AP e 37 We QB

O 1.0 (7-31)
o2 {da,A,)(LHdees of W+@B) f

) E,, (8
“on (du,A,)(UIP;:;:: of W+ Q8) J

f When D has both right- and left-half plane poles, one uses the expressions
{Dﬁ]* and {Dbr

where, for example, the { }*indlcatol the use of only the left-half plane
roots.
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In Equation 7-31, §,, , §,,, ... ¥,y are the polynomials which result
when the partial fraction expansion entriaa af tha left-half ~lans sclos of
wyQl, , having been collected over a common denommatar. are multiplied
by (-ZD)4, 4

It is now desirable to obtain a relationship between the roots of |A,/
and the roots of the multivariable root square locus, which are defined by the
rational polynomial equation (refer to Equations 3-26 and 3-29).

|R+w@W|[ =0 (7-32)

This relationship will give some indication of the superfluous effort involved
in the factorization approach since the left-half plane roots of the root square
locus have already been shown to be the only poles of the closed-loop system
(refer to Section 3,2).

s wiawl= <)A'.< 34|
[R+Wa| = Dv | (7-33)
where A definea left-half plane roots of the root square locus. Therefore
A (A) _ AL 1Al
D (n) - Df (5)5’ (7-34)

A = aD?
Uy , for instance, in Eguation 7-31, would have the form

£, (9
DFA (WP pales of als)) (7-35)

In Equation 7-35, we have extracted the D that would result from the partial
fraction expansion and lumped it with D®"! , Since it is already known that
an open-loop root is not a closed-loop root it must be that ¥, (s) contains the
factor DP . Thus, for example (in the regulator problem), three out of every
four ‘roots resulting from the factorization process must cancel when there
are three controls (p = 3).

Uy =

If we agree /7(%) = left-half plane poles of a(s) and that D? has already
been cancelled out of ¥,, (s) , then the components of &, can be written in
the compact form:

Eon (e

Uyy W e -
on ar (7-36)
where &,, (%) is a polynomial of at least one order less than A . Thus all
the poles of the optimal control are known both from inspection of the root
square locus and the a(s) input vector., This fact can be used to good advan-
tage to solve for u«, directly, without factoring C. The discussion of this
application is postponed to Section 7. 6.
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One advantage of this procedure is apparent. It is seen t.at the fac-
torization is independent of the input, since the a(s) vector is contained only
in the J matrix. Thus there are no additional conceptual difficulties when
there is an input to the system since the difficult portion of the over-all prob-
lem is the factorization of the rational matrix C. .

In the next section it will be shown how one can formulate multivariable
problems directly in the frequency domain after which an example will be given
to illustrate the steps involved in solving Equation 7-25. The example is a
contrived one which permits the factorization of the C matrix by inspection
(i.e., the R matrix is singular). .

7.4 DIRECT FORMULATION IN THE FREQUENCY DOMAIN
IN TERMS OF TRANSFER FUNCTIONS

One often has the basic information concerning a multivariable system
given in terms of transfer functions rather than F and G matrices. In this case,
it is often advantageous to formulate the problem directly in the frequency
domain,

Given the performance index

00
!
2y = T o {g,Gq,u u,?u}ds (7-37)
and y(s) = W(s) uls) + B(s) (7-38)
one can proceed directly to the equation
[W@w+R]u, +W,aB = 3 (7-39)
for which
uy = =Y ' [v 7], (7-40)
and where
C = p* )ngw= YQY
(7-41)

L]

T = W,QB
Note that it is not necessary to think of y(s) as being defined in terms of F
and G matrices. That is, given Equation 7-37 and a y(s), we may proceed
directly to the matrix Wiener-Hopf equation (Equation 7-39), The factoriza-
tion example of Section 7.5, the illustrative example of Section 7.6, and the
model-following derivation of Section 7.7 should make this point clear.

1.5 FACTORIZATION EXAMPLE

Suppose we have the system depicted in Figure 23. There are two in-
puts to the system, £, (s) and E;(S) . Our design objective is to minimize
the difference between the actual system output and some desired output

Es (s) . In Figure 23, the transfer functions w9 (s) and w3(s) represent
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the fixed elements of the system, while &, and &g, are the compensating
networks which are to be designed. We limit the scnna af the sroblsn 1o

- pre WAL Al W
solving for the two components of the optimal control vector, designated as
Uy and Uy, . This means that we are not particularly interested in what
the system forciag functions { € «(8) and E, (s) ) are since they do not enter
into the problem until the compensating networks are designed,

-

Efn | I3 . 4, . E,(s)
“’3, [ 5 ~
+
Y
Ug
- 6‘ Fe. a[z'

Figure 23, Block Diagram of System with Two Controls
‘ and a Single Output

The performance index is

zv-ofa’*(",“:*"z“z)z}"“/w{ﬁ'z’ [4, a‘][ ns 'm] [“:]}df

nry 1t

From Figure 23, we see
u 1 .
§o) = -Ey(uwiuruzuy = [w; w]| | -E,
which is a scalar,
Equations 7-42 and 7-43 tell us that
Q
@y
W= [u, w;] , W#’[ ]

‘

-E, (a scalar)

1 (a scalar)

o
"
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2o,

r? 7 Uy w,
w}] . ' rzz |, —'4 1[—E] | % \
v, 1, 7 U, W, 4, | (1-44)
or z" _ - ?
1+ W, Wy 11, o, Ey &y %
rrnrdw, @y | | w, | |EsP % (7-43)
Therefore, C in Equation 7-41 is:
R AL XL -E5 &y
C = D= _
1,1y + @y ntew, @y | - E; @y
or ’— , &, r, r,
C = _ =YeY 7-46
r, @, w; Wy ( )

In factoring C we have assumed &,

and @3 are transfer functions with

left-half plane poles and zeros. Applying Equation 7-40, one finds

_ w, -1
“w; 7

r — m— —
Wy -Wil|-Ean
-1, |-,

il

[ . :]
w
%2

(7w - ryw;) (riar, - r,d) +
or —
Wy -t: ~Eydry Wy + E3 W, W
Uo, Wy, 1y Eyry &y~ Ez 1y &,
Uro, (f"wl" rzaf;) L_ (",a_}'z - 7‘2 &)’,) +— (7_47)

After simplifying Equation 7-47, assuming E, (5) has only left-half

plane poles, one finds

iy = -1y E4 ()
f 7, Wy (s)- 1, w, (S)
‘, = 7y Ey(s) (7-48)
: Ty W (5)~ 1w (S)
-&“or this example, the root square locus expression becomes
‘ Rewsaw| =(rw, - w)(r@z-r &) =0 (7-49)

k4
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One can also verify that

¥, l—" a; [E-!]- 0

%3 l-- A [E ,]_ 0

(7-50)

7.6 A DIRECT SOLUTION OF THE OPTIMAL CONTROL LAW
In this section, the matrix Wiener-Hopf equation (Equatxon 7-15 or
7- 18) is solved directly by using the information contained in Equation 7-36:
‘n (s)
“ Su——————
%~ Tar
The advantage of the method is that Cramer's Rule can be used in solving for

the optimal control law. The technique has obvious application in other fields
~where solutions to multidimensional Wiener-Hopf equations are required.

(7-51)

Briefly, the procedure is based on the fact that
(me@w+R)u, + Wy@F [x(0)+als)] = 4 (1-52)

is & vector which is analytic in the left-half plane., Since the poles of &, are
already known from the root square locus, we may assume that the various
components of the control vector can be written as polynomials (with unknown
coefficients) divided by the closed-loop poles (and whatever poles that may
enter due to forcing functions when the servo problem is being considered).

One then substitutes these expressions back into the vector equation
(We@W+ R) &y + Wy QB = 7 (7-53)

and forces a common denominator for the components of ?; consisting of all
th » left-half plane poles. Since 4 is analytic in the left-half plane, it must
be that the numerator of Equation 7-53 has zeros that cancel the left-half
plane poles. Thus when the least common left-half poles of Equation 7-53 are
Faown, it is only necessary to let s ¢ 'ke on values that force this denominator
to zero, Since the numerator must al~~ be : aro, one obtains expressions that
are equated to zeroc and yvields equations in terms of the undetermi. ed coef-
{.cients. There are usually more equations than unknowns but one will find
that the correct number of these equations are linear combinations of the
others and one is left with n linear equations in n unknowns. Two examples
will demonstrate this and perhaps make the procedure clearer.

Suppose we have the configuration of Figure 23, and it is desired to
minimize the performance index

” [
- 2 2 - 3 . Q| |& i
2Y [{g srulds 1y 4, }dt of{q +[u, a,][ 0 r,] [ ] }dt (7-54)

U

This is the . ame example used in the previous section, but with a dif-
ferent performance index. The only difference lies in the R matrix, which
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for this particular index, becomes:

g= |7t © (7-55)
o .

Corresponding to Equation 7-45 of the previous section, we have

[r',fw;a?, a’%%} [U-o,] [53“71} _ [71:\ . (7-56)
@a/; r}+a7zaf,‘ Uy, 53“73 £/ .

The root square locus is given by

11 W Ty s G @y =0 (7-57)

To demonstrate the technique described above, let
f
Ey= =

5+2
W, = (s+1)(5+¢3)

!

Y2 = Tseli(s+ 37 (7-58)
U

= 2
= 1

rz - x

The expression for the root square locus becomes

(s+/2')(s+/i0) (-5 + VZ')(-5 + /T0")

6 (5+1(5+3)C5+ ) 5+3) =0 (7-59)
Therefore, the closed-loop roots are
s=-/2", -/7'5’
Assume
“ = astibsce
o s(s+fZ)(s+/107) (7260)
@ = ds2+es+f '
%2 s(s+/2')(s+/10")

where a, b, ¢, d, e, and f are unknowns.

Substituting into Equation 7-57 gives
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(&E-6s%s +27) (astsbs se)s 34 2)fgs?s @544)-(-342)(5¢3)(501)(5/T )fs+/15)

(s'-4s+.5)s(s+I)(‘»+J}(s+/—}(s+/l_b~/ =% (7-61)
“(s+2)(as®sbs+e)+ (—-“ 3'*‘)(4:’453#') (s+1X0:3)(5+/Z) (s + /D) _
(92 43¢43)8(5+1)(8+3)(8+ /T )5+ /70°) 7

Since 4, and 4, are analytic in the left-half plane, it must be that
the numerator of each expression is zero when

5=0,-1,-3, "/.2—, - /7
This, of course, gives ten equations with only six unknowns. However, four
equations turn out to be the same and we are left with the set:

8.5c + 2f = é f20° ]wbcn s=0
20+4f~3/70 J

21

ﬂ.-b+d?e'-f2__,——(9— when s = -1
-3a+b+3d-e= /—z_i:,— when s = -3 (7-62)

3 =2 .-
'54+Eb+(44-2/2_7d-/2+2ﬁ)e-w when S /2—'

-Sa*f—; b+(4+218)d~ (2+f_., /_., when s = - [107

After using Cramer's Rule to solve for the unknowas, one finds

0.931478% + 3.732358 + ' )
4y = Yz
5(54\/—‘)(84»/75')
and f (7-63)
U = 0.59037s%+ 2.48535 + 9//’23’
0z 8(s+v2 )5+ /70 ) )
The output of the system,
Y =y by Uy Loy (7-64)
is found, by direct substitution, to be
0,931473 + 2.45973 . . (7-65)

s(5+/Z)(s+ /10)

This concludes the first example. For the second example, a situation
in which a multiple closed-loop root occurs will be worked out. This example
will be carried out in greater detail since the manner in which the number of

110




equations reduces to the number of unknowns in the case of multiple roots is not
as apparent as it is for simple roots (real or complex). For illustrative pur-
poses, this example will be formulated from a "regulator” viewpoint (that is,
the F and G matrices will be specified). Assume the matrices shown below

are the given description of the system.

{ 0 0 1 1 0 {1 © ! ©
Q = F = G = H = = ‘ (7-66)
0 -3 -4 o 1 o 1 o !/
Therefore, )

-7 L]

and
S+4 {
-3 ]

S -1 -
Is-F| = [ and [Is-F] =
[£5-F] s+¢] (75-7] s2+454+3

LJ
[s+4 I]
. -1 -3 S
S W=H|Is- = =
[s F] G s%+45+3
and [-54-4 -3} [s+4 1} I:~sz+ 25 4(—5*1)}
1 -s -3 s 4(s+1)  -5%1
W, QW = =
* s#- 1052+ 9 5%~ 1052+ 9 .
Hence (7-67)
[s‘-ﬂs? + 34 4(¢s+1) :]
et s¥- 1152440
B W,QW = 6+1) (7-68)
s4-10s2+9
The vector expression
[(Brweaw]e, + W,@B2() = 3(s) (7-69)
J becomes
| [(s9-#1s%+34)u,, + 2(-5+ ity +(-5%425) 2, + 4(-541) %,, |
| =2 (7-70)

s%-10s%+9

[4(5"’)”'0/ +(.s"~//sz+f0)uoz + 4(s+1) %, *(-37’4-/)%02]
s*. 1052 +9 = 7’:




,’aﬂg

The expression
s¥- 12524 3¢

s4-10s%.+9
shows the closed-loop roots to be

{S‘-/232+36}+=(S+f?)2 (7-71)

Thus the expression

!E“'W\!QW! =

u, = £z
on r
yields a

as+b _ es+d

—_— —T (7-72)

Uy = (s+C)? 02 = (s+ /¢ )

Substituting Equation 7-72 into Equation 7-70 and obtaining a least common
denominator of the left-half plane poles gives the expressions

‘: (s4- 1152 34)(as+b)+ 4 s+/)(cs+d)+[(-$z* 25)%py + 4(-5+ ’)”oz] (5*»/3")2- '
(s%-45+3)(5%+45+3)(s4/T)* . “H (a()7-73)
[ 4(se1)(as+b)r(st-115% /a)(cs*d)+[4/54 ')“a;*(‘sz”)"oz](s‘/?)z ] = a,(s) (b)
(s’-4s+5)(sz+4s+3){s+/2"}z J"h s)

Now 4,(s) and 4, (s) must be analytic in the left-half plane. This is
only possible if the numerators of Equation 7-73 contain

(s2+45+3)(5+ /) (7-74)
as a factor. Hence the numerator of both equations must equal zero when
Ss "‘/z, ) '/’ "l!
Now consider, for example, the expression for % (s) which is of the
form
NI (s)
= 7-75)
D’(s)r5+fz7)z ?’ (5) (
This implies
N, (s)
= z (7-76)
= s)(s+
o - W5+ /E)

Differentiating both sides of Equation 7-76 with respect to s gives
aNy N, 92

9%
als,D'z as 2(5+/?)7'(s)4(3¢/—6-')z—d-5——

D (7-77)
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As s +- /" the right-hand side of Equation 7-77 — 0. Therefore,

N ad,
D == -N——> =0
as as
as sw»-/6 . But Ny(-y5")m O, therefore,
INifgs =0

as 5+- /6 . One therefore concludes that the differential of each numerator
of Equation 7-73 must equal zero for s=-/&,

We now proceed to sequentially let s take on the necessary values in
Equation 7-73 (and in the differential of each numerator of Equation 7-73),
and investigate the linear dependence of the expressions which result.
Lets = -1,
. . 2
From Equation 7-73a, -3a2+3b-¢c+d + [31&,,, + t,,][fé_'-f_.l =0 (7-78)
From Equation 7-73b, 0(-a+4)+0(-¢+d)+0 =0

We now have one equation with four unknowns (Equation 7-78).

Let 8 = "30
From Equation 7-738, 16(-3a.s4)+16(-36+0)+ [16 0o+ 6 20, ][ VT -3]% = 0
From Equation 7-73b, - 8(-3a+b)- 8(—3&*0‘)4-(-8%0,-816")[,/3"-3]2 =0

These two equations are linearly dependent. Hence one obtains

~3asb-3csd+ [Xoe % |[ /F -a]’ -0 (7-79)

as the second equation in four unknowns,

Lets= - /_6—' .

From Equation 7-73a, 4(-/€"a+5)+ 4(1+ /6 )¢ J6 erd) =0

From Equation 7-73b, 4(/- /€ )(-/6 a+b)-20(- /&' c+d) = O

These two equations are linearly dependent. A third equation in four unknowns,
- asb-(fG+é)e+(1+/E)d =0 (7-80)

has been obtained,

Differentiating the numeratore of Equation 7-73 and letting s = - f? »
gives two independent equations:

% - J:b+[/*2/?]c—d‘0 (7-81)
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and

7
(1-2/8)asb-20-2"d~0 (7-82)

These equations are not linearly dependent and an apparent difficulty in having
five equations with only four unknowis is resclved only when it is recognized
that Equation 7-80 is a linear combination of Equations 7-81 and 7-82. Solving
Equations 7-78, 7-79, 7-81 and 7-82 for a, b, ¢, and d {(assuming %, = %X,;

= 1) and substituting the results into Equation 7-72 gives:
“ = ~(0.82955 + 3.6899)
” (5+/8 )2
_ =(0.209085 +.031326) (7-83)

(s+/7 )?

for the components of the optimal control vector. With this example, the
section on finding the optimal control law in a direct fashion is concluded. It
is seen that the basic feature which makes the method possible is the fact that
if 4 (s is to be analytic in the left-half plane, it must contain zeros that
cancel the left-half plane poles of 4 (s). It is possible to write the compo-
nents of 4 (s) with a cornmon left-half plane pole factor because the poles

of 4, are known (primarily from the root square locus).

aoz

1.7 MODEL FOLLOWING

The problem of including models in a system to approach a predefined
sct of closed-loop dynamics is an important concept in linear optimal control,
Without a model, the poles of the closed-loop system will tend to adjust to a
Butterworth pattern, Thus, while the Butterworth pattern is usually a de-
sirable one, there may be cases in which a set of desired closed-loop poles
are located in the s plane where they cannot be reached on the optimal root
square locus., Of course, one could argue that if you already know where you
want your closed-loop poles to be located, it is merely a matter of forcing the
desired situation by solving for the necessary compensation. There is a ser-
ious flaw in an argument such as this because the optimal character of the so-
lution, which places a constraint on the control, would be lost. A brute force
solution for the desired compensation may well lead to control deflections
which require impulses. On the other hand, the optimal control, which is al-
ways described by a proper rational function of s, does not admit impulses.

While one may usually think of the model-following concept as being
used in such experiments where one aircraft is required to reproduce the
dynamics of another (perhaps not yet built) aircraft, the concept can also be
used to include specific inputs into the system. That is, one may consider the
system inputs to be "models". (Another method for including inputs has al-
ready been discussed, namely, the a(t) vector of Equation 7-1.) It will be
seen that the advantage of including inputs in the form of a prefilter model is
that one may continue to use the feedback control law, u,=-&%, to compen-
sate the open-loop system.,

To begin, it is assumed that the model is included in the physical
system as a prefiiter ahead of the plant.
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The equations of the plant are taken as
Yo = Fp%p * 6",, u (7-84)
while the model dynamics are defined as
Yy = L L7 (7-85)

The state equation is now defined as a combination of the plant and

model equations:
[&m] [L o][“m:l [:0][]
. = + w 7-86
Lo 0 Fp | % Gy - (7-86)

This can be represented as
Yolx+Q@u

When both the plant and model are of order n, and it is desired to com-
pare all the state variables with all the model variables, a typical choice of
the H matrix would be

Hal1 -1

an n x2n matrix. When the plant and model are of unequal order, dummy
variables can be added to the particular set that has the lowest order. That
is, one of the matrices, either F_'p or L, will pick up a zero row and a zero
column for each dummy variable that is added. This defines the output vector
which is to be minimized in the performance index as

"]
9'[1 -I] [”j = ¥m-%p (7-87)

The Q matrix can be used to delete those error terms which one wishes
excluded from the performance index. One may also specify zero terms in the
H matrix that will immediately eliminate unwanted terms from the perform-
ance index,

The model has now been incorporated into the standard form of the
regulator problem with the performance index defined as

r
e [ {yoyswei)a
with the optimal control law
U = -RIC'P(t)r = - Ket)x

As T =» 00 , the feedback gain matrix becomes a matrix of constants,
and the results of Section 7.4 can be used to solve for the optimal control law,

Taking the Laplace transform of Equation 7-87 and substituting in the
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transforms of Equations 7-84 and 7-85, gives
u=-[Is- FP]"Gf,a.-[Is-Fp]—'(‘y.p(l))-[IS-F,F][_IS-L::_‘ ',,,(o)) (7-89)
= Wu +B (7-90)
as the equation which corresponds to Equation 7-38.
The Wiener-Hopf equation, Equation 7-39, becomes
(C.’;, [’Is'rﬁjda [Is’Fp]-'Gf"a)“o
AR N Q[rs-i-;,]" ('xf(a)*[ls-Ep}[Is-L]"xm(o)) =g (191
Again one can write '
Cu,+ J =14 (7-92)
and use the methods of the previous sections to solve for &, .

Suppose now, for a given problem, that Equation 7-92 has been solved
and the only remaining task is to force the open-loop control to obey the opti-
mal control law. That is, we wish to find a specific feedback configuration
for the system. The optimal control law

Uy ==K (s) (7-93)

can be used for this purpose if one is careful to remember that we are working
with the standard form of the regulator problem, This means

Y (3)
x(s) = l: ] -
¥ (5) (7-94)

which says that both the model variables and the plant variables are state
variables. Since it is already known from Eguation 7-93 that a feedback from
each state variable to each control variable is required, one may think of the
gains from the model state variables to the control variables as being feed-
forward gains and the gains from the plant variables to the control variables
as being feedback gains.

Notice that the direct method for solving a matrix Wiener-Hopf equation
tells us that the poles of a model-following system are

1. the poles of the model
2. the poles found from the root square locus, which is
found from the expression

(7-95)

R+ W,le = I‘"*“'['B-Fp']" Q [Is-F.;p]-'
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This expression is independent of the model, The im-
plementation of this portion of the model-following
systermn therefore depends solely on the feedback gains.

The specific feedback configuration for the system can be found by
using Equation 7-93 and implemecnting the following procedure:

1. The components of % (§) are found, as specific functions
of 8, by substituting the optimal control solution into the
expression :

%(s) = [Is-F]-'Gu ¢ [Is- F]"x(a) (7-96)

2. One now substitutes the specific components of £(s),
found from step 1 above, into the right-hand side of
Equation 7-93,

3. The closed form expression for 4, is then substituted
into the left-hand side of Equation 7-93,

4. One can now solve for the unknown feedback gains since
the two sides of the equation must be equal, The set of
equations which results will always be a linear set,

Once again, it is emphasized that equations such as 7-96 and 7-93
involve both the model variables and the plant variables.

Two examples will serve to clarify the preceding discussion. In the
first one, we wish to design an optimal second-order system which is to fol-
low a step input, One may consider the step input to be represented by a
model,

The matrix representation is
Yy = 0%y (7-98)

The fixed elements (plant) are defined by Figure 24,

st sas +b

Figure 24, Open-Loop Plant
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In Figure 24, %, is defined as the output variable. This system can be
represented by the equation
n 11 Tx1 [o]

[ J Lb -a_l l__'!z_l fly ] (7-99)

:'xz

Therefore 0 y
F =
¥ [‘b -a]

The F., matrix is 2 x 2 while the L. matrix is 1 x 1 (see Equation 7-98).
This is adjusted by adding the dummy model variable %,, to Equation 7-93:

. = (7-100)
Yma o 0 %z

where

Thus 0 0
L= 1o o
and
Y mi
Y | 1t 0=t ¢ Xme
g = [r -] xp| |01 0! %)
i %,
x - X
y "[( " ')] (7-101)
(%Xmg - %)

We wish to exclude %,,,-%, from the performance index since our ob-
jective is to minimize the difference between %, and the step input. This is
achieved by selecting

9 o

o0 0 (7-102)

R = r, a scalar, since there is only one control,

Q =

We may now proceed directly to Equation 7-91 and evaluate the various

quantities of interest: _sea  -b s+ea | .
( 9 o b S e tr
G;,[-Is-Fp':] q [ s- ] +R = [0 '_] si a.s+b 0 0| steased [/
= [s2-4as5+b)(52+as+b) (7-103)
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Agsuming x,,(o) = 0, one finds (again referring to Equation 7-91):

e s Al

_a;,,[—Ia-F;'J"Q[Is-L]"%,,,(:»--[0 B B ,‘ l; o_l""'l'—'a = LOJ
4

s(s2-as+1)

-
. |

Substituting into Equation 7-91 and dividing by q, one obtains:

L ! «, - ! =
[9 ’ (sz-as*b)(SMa.S*b)] ° s(st-as«) %

where .=._L
7
or
r[ (s*+as+B)(s*-a5+B) m / )
(s2+as+b)(s2-as+b) s(s2-as+s) ¥

where @i = 2(3-5)4'42

B = /b%+ Yr
Using Equation 7-40,
-/ -1
uo =-Y [Y' Jj+

and comparing 7-103 with 7-21, we find

s2. a54b
- [P (s%+as+B)
Y_( - s?-as+b
» /W(sz—a.w-ﬁ)
and
T =
S(s2-as5+b)
Equation 7-105 becomes ( )(3 +as+b)

% = Bs (s2+a5+B)

To find a specific feedback configuration, let
Uy= -Ky = -A./’xm—K, Yz s % - £y 2y

119

- 4

(7-104)

(7-105)

(7-106)




—

- Tesiun S

Applying Equation 7-96,

. e g o s

x(s) = [Ls-F]'Gu + [Is-F]" x(o)

ghves [ o 5(s2+as+b)]
0 0
Y | s¢| 47t 0
Y, s? 0
%, s*(s%®sas+b)
or *2 /
¥m = 3
gmz - 0
u _ (?/r) /
¥ st+as+b ~ B S(s2+a5+ b)
. su (9/,-) /
2 steas+b = B S?s+a5+8
Therefore,
4/ (s +as+b) % 0
(%) Z == _‘L*Ez/%:)*%
8 s(s?+as+ B) s

(/) !

- L e e

(7-107)

(%)
3

5(52+as+8)
(7-108)

+IJ4

B (s?+xs+B

]

After placing the right-hand side of Equation 7-108 over a least common
denominator, one can equate coefficients in the resultant polynomials and solve

for the K's., The result is

Ka¥
#

= 0

b+

___Yr
‘; bi. Yr

b*+ Yr

-4 +ﬂz+ Z{W -b)j

(7-109)

A specific system configuration is shown in Figure 25.

120




MODEL

( ’/s)

1/

9/

" b2+ %r

Figure 25,

!/

st as+b

Id, +K‘s

A Specific Feedback Configuration

A more elaborate example of the model-following technique is given

in Section 9,

We close with a simple example designed to show the basic consequence
of the generally accepted model-following performance index and to further

demonstrate the applicability of the method outlined in Section 6.3,

the single output situation depicted in Figure 26.

—_—1 W,

%y

lE 3§
1 f

&

els)

We

Wy

Consider

transfer function of the model

= transfer function of the plant

compensating network

Figure 26. Single-Inpnt, Single-Output
Model-Following System

The performance index is
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2V=f[4("r”z)z*"“z] ot (7-110)
/]
Applying the results of Section 6,3, one finds
«, = ! | Bu'?,,ar,i__“
r = |* = |~
[_é.*w:’,wjp] -qﬁ+ Wy Ty . (7-111)

as the optimal control vector. The optimal transier function of 2,/2 (s) is

t, Wp ‘Bu'}”,urm
- (s) = - —=7 - - (7-112)
+
As ¢ -+ o , we see that the optimal transfer function tends toward
X _ g {7-113)
=z =& [Pen),

Suppose R = |,(R(t) is a delta furction) and w,, has all left half plane poles,
then

¥, =wp = %, (7-114)

That is, whzn 1"/4 = 0, the output follows the input exactly. This result in
no way depends on the form of w&j, and «p .

When R is a step,

3 = @) +5 |3
—_— = (W lol ¢S | — w, evaluated at
R 'm (0) |:5 m:l the poles of w,
&, (s)
" poles wj, (7-115)

That is, with a step input and "/9 = 0, the optimal transfer function
is not exactly equal to «;, but does have the same poles as &/, .

In the more general situation, when "'/-7 # 0, the expression for the
optimal transfer function indicates a form

¥ &, (s)

z (poles of root square locus) (poles of model)

(7-116)
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Thus the poles of the model are always present, and clearly one of the design

prohlama is ta nick an /8 thas will visld »oot squars locus closed-locp peles
far enough displaced from the poles of the madel so that the dominant roots

are those of the model. This viewpoint may result in a set of feedback gains
which are high enough to cause practical difficulties when the plant is an air-
craft, This point will be discussed in the more elaborate model-following
example of Section 9.4. It is also apparent that the effect of »/¢ on &, (s)

cannot be determined from the root square locus alone.

The previous example was selected to highlight what appears to be the
basic characteristic of the pole pattern of the optimal system when the model-
following scheme is employed - that is, the poles of the model are always pre-
sent while the poles of the plant approach a Butterworth configuration as they
migrate more deeply into the left half plane (or encounter a zero of the open-
loop system). In addition, the zeros of the system are not defined by the root
square locus alone.
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SECTION 8
USE OF BODE PLOTS IN LINEAR OPTIMAL DESIGN

8.1 INTRODUCTION

Bode plots are particularly well suited for the task of determining the
closed-loop poles of the ocptimal system as a function of the weighting param-
eters of the performance index. The use of Bode plots is first outlined for
the single-input, single-output problem and then extended to the multivariable
case. A relatively complicated design problem, involving a jet fighter in a
power approach, is used to illustrate the application of the concept.

All the basic tools for a frequency domain design procedure are avail-
able after the use of the Bode plots is outlined. The section concludes with an
outline of a design procedure which utilizes these tools and can be carried out
entirely in the frequency domain, -

8,2 SINGLLE VARIABLE CASE

The purpose of the multivariable root square locus is to determine the
closed-loop poles of the optimal system as a function of the weighting factors
of the performance index. Bode plots are also particulariy well suited to this
task. The basic reason for this is that in the root square locus only the pro-
ducts of a transfer function with its conjugate are involved [e.g., W(s)W(-s)].
Hence, when 8 ~~ jw the phase is always identically equal to zero, This
means that the closed-loop roots can always be found from the open-loop trans-
fer function using only the zero degree line on a Nichols Chart,* Hence accur-
ate frequency domain representations of the closed-loop optimal poles are
easily found.

While accurate mathematical descriptions of the closed-loop poles
are possible through the use of the Nichols Chart, in practicc one finds that
the usual open-to-closed loop approximations used in servo work become
quite accurate when applied to optimal control, Since one is in essence work-
ing with a |W|2 type equation, the slopes encountered at breakpoints are al-
ways on the order of 40 db/decade at a minimum, Since the maximum possible
error encountered in using the straight line approximation is 6 db, and since
we are working with steep slopes, the error in the break frequencies due to
the use of the straight line approximation is small,

The essence of the Bode plot method lies in recognizing that the
expression

R+ W, aw| (8-1)

can always be placed in a multi.unity feedback block diagram form. It is only
necessary to demonstrate this for a few typical cases after which the technique
will become quite transparent. To demonstrate, we consider first the simplest
of cases. For the single-input, . ayle«output problem, the equation

* When a particular value of q or r is permitted to take on a negative value,
the 180° line on the Nichols Chart must be used.
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[r+w.awl=0 (8-2)
reduces to
1ot wir =0 (8-3)

Equation 8-3 can be inveutigated in two ways by placing it in unity feed-
back form. First, consider the block diagram of Figure 27.

R a(s) — Cls)
;f\ ';' Wi .

Figure 27. First Unity Feedback Form
Using block diagram algebra, one easily finds
® 1. !_urD (8-4)

Thus the closed-loop poles of the system shown in Figure 27 are the
same as the roots of Equation 8-3,

The second way of treating Equation 8-3, and experience shows it to
be the preferable way, is to use the unity feedback form shown in Figure 28.

14 —r c
If\ 1 $rwa ~

Figure 28, Second Unity Feedback Form

The transfer function is now

C

/
- (8-5)
e / r-}- wir

The closed-1oop poles of the system shown in Figure 28 are the same
as the roots of Equation 8-3. The advantage of this second approach will be-
come apparent in the multi-input situation.
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When usiny Bode plots,
‘! ;o L
= e emp— = D ————
a"ﬁ S jw W(S)W(“s) lsuju I U(jw) (8-6)

One has the option of either plotting the open-loop transfer function with double
breaks at the break frequencies or plotting the open-loop function and changing
the scale of the ordinate.

For those frequenciea for which

{

XT3 >» 1, (8-7)
— = 10 (8-8)
For those frequencies for which
‘q‘/,-_fﬁzr— « 1, (8-9)
E = J (8-10)

R T 4y w@

To find the optimal closed-loop poles, one simply plots the open-loop
response with 9/ = 1. The poles associated with other values of 4 /¢ are
found by sliding the open-loop plot up or down by the required number of deci-
bels. The breaks read from the Bode plot represent both the left-half and
image right-half plane break frequencies. The left-half plane component is,
of course, the only one of interest. The approximations given by Equations
8-8 and 8-10 have proven to be quite accurate for the major .ty of purposes,

Of course, if one prefers, the "0° line" on a Nichols Chart can be used to obtain
more exact results. For convenience, an expanded plot of this "0° line" ia
given in Figure 29.

There may be, depending on the form of w”, a family of values of
"/9 for which either Equation 8-8 holds or Equation 8-10 holds. This implies
that a range of /¢ exists for which the closed-loop roots will not be altered
significantly. When this situation exists, the Bode plot approach gives the
range of /¢ immediately. The use of this property will be more clearly
demonstrated by the power approach example of Section 8.5 and the more e¢lab-
orate model-following example of Section 9, 3,

8.3 EXTENSION TO MULTIVARIABLE CASE

This procedure is readily extended to the multivariable problem. The
equation |13* W, @ Wl‘ 0

in a typical two control variable and two output variable problem might reduce
to
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% — 4 2% : e -
o — wyfy + = W@y t == Wy, Wy + — Wy Way
' " ”, g
8 8 -
* =L 2L ({0 Wiy~ W W3 )@y Ty~ Ty ) ) = 0 (8-11)
1 2
wher; Y v
i TR 4, Y 4 s 2
P U T (8), W, L (-8), Wy = L (), U, = == (8), Wy m ——(S
n “, )’ 174 4, ( )’ r2 a’()’ 2! “ )' 23 “‘()
To employ the Bode plot concept, set
% &,
” 2| _ .
(wy wyg - Wy wyy) = = Z (8-12)
Wy Wi

As shown in Appendix II, the proper power of the open-loop roots will always
factor out of the numerator of expressions like Equation 8-12. Hence the
order of the denominator of the rational expression Z is the same as the rest
of the terms in Equation 8-11. Equation 8-11 becomes

% 9 9 9 % %% »5
(¢ = @, &)t L Wy @yt =2 P, 4k W) Wy v L IL ZZ =0  (8-13)
7, % s 12 ¥ie r' ChC il bl Py

If one uses the first approach outlined above to implement the unity
feedback form, the result might be the block diagram of Figure 30. (NOTE:
Other implementations are obviously possible by properly interchanging the
blocks. ) '

When the block diagrain of Figure 30 is analyzed {one must close the
loop five times) the use of the open-to-closed loop approximations becomes
invaluable due to the speed with which they can be implemented, A "serious”
disadvantage of this particular block diagram implementation is that the open-
loop poles enter immediately into the first block while all succeeding blocks
deal only with ratios. Thus, for example, if the open-loop poles involve
actuator dynamics, one is forced to include them in the first stage of the pro-
cess and their effect is likely to be greatly obscured by the time the fifth stage
is reached,

The more desirable implementation is given in Figure 31, In the im-
plernentation of Figure 31, only the zeros of the various transfer functions
need be considered in the first four states, The open-loop poles of the sys-
tem do not enter until the last stage.

A design problem which illustratesthe use of Bode plots will be given

in Section 8.5 after the steps in a design procedure which can be carried out
entirely in the frequency domain are given in Section 8.4,
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8.4 STEPS IN A FREQUENCY DOMAIN DESIGN PROCEDURE

It is now possible, using the results of the previous sections, to post-
ulate a trial-and-error design procedure which can be carried out entirely in
the frequency domain. The four steps are:

1. Using the multivariable root square locus (or Bode plots),
find the closed-loop poles of the optimal system as a function
of the weighting factors of the performance index. This is a
trial and error procedure for there are many values of the q's
and r's which may give the same closed-loop poles.

2. After deciding on a particular set of q's and r's from (1)
above, solve for the components of the optimal control law,
There are two ways to do this:

a, spectral factorization (Section 7.3), or
b. the direct method (Section 7.6).

3. Substitute «, back into the expression

- -1
x(s) = [Is-!-‘] "G+ [1'5- F]™" % (o)
One can now use the equation
w, = -kKr(s)
and a partial fraction expansion (or more direct algebraic

means if desired) to solve for the unknown feedback gains
(refer to the example in Section 7, 7).

4, One may then repeat the first three steps using a different
set of 9's and r's (which give the same closed-loop poles)
if the initial trial attempt yields a system for which the
feedback gains are too high., An adjustment in the design
objective is called for if one exhausts the possible values
of q and r before obtaining a desirable set of feedback gains,

Of the four steps, it is the first which requires the greatest exercise of engi-
neering judgment., This is primarily due to the large range over which the
weighting factors may vary without any essential change in the closed-loop
poles. The design undertaken in Section 9,3 affords an excellent illustration
of the large range through which some of the weighting factors of the per-
formance index may vary without any appreciable effect on the closed-loop
poles. Thus good engineering judgment is required of the designer if he is to
accurately specify the possible range of the parameter variation without the
expenditure of an excessive amount of time.

8,5 DESIGN PROBLEM WITH BODE PLOTS

To illustrate the use of Bode plots in a more complex design situation,
we consider the application of the model-following method of Section 7.7 to
the problem of a high performance jet fighter in a power approach. The block
diagram of Figure 32 will be used for this investigation, The numerical val-
ues for the various time constants, etc., are taken from Section 5.3,
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Figure 32. Block Diagram of Open-Loop System

In Figure 32, A9 and Aax are the variables to be controlled while A§,
is the stick deflection which (through the actuator) cauvses an elevator deflec-
tion, 48 . The only control variable is A§. . We seek the control law which
will define the optimal 4§ . The various feedback gains, which will force A5,
to behave optimally, have not been shown in Figure 32, Since our objective
is to point out how one employs the Bode plots as a design aid, we will limit
the scope of the problem to specifying approximate values of the parameters
which will more than likely give good model-following in bothd« and A8,

That is, the variation of the plant poles as a function of g » » and @
(the actuator root) will be studied but the zeros of the opt{nml control law will
not be computed nor will the feedback gains be specified.

As a performance index. we choose
2v- / [9,088,-88)* + 9, (2 -0a)*+ ras;? ot (8-14)

Using the method ot‘ Section 7.4 (or the analysis technique of Section
6.3) one finds, letting J, = Q + 3¢,

A 3 "') _(9, e o 32 o =
(",. Wy Ty + =2 gy )le, (2 Wa g + L Wy | = 3(9)  (g.15)
must have right-half plane poles.

In Equation 8-15

86, ()= @, (s+ 1.5}, (0)- 14.58,, (o)
» ”

stes45420.35
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(54 3.9)00,(0) +46, (0)
$*+ 845+ 20.35

Ax [s) w 11V =
m - ‘o

T e
DR (1% N T
R B R/ O
48, [(—ws;)zqf—:;g‘ul] (%*')z [(9:;52:“{):!::57 "J_”)Z
Thug.

a5 - ! _q';afafé,t_q_‘.w'bua

° [l*-—ﬂ wgafé*q?.agﬁ'«,:l" [f&rw’ow‘ 4-%‘-.!’ w']
, (8-16)

and the first problem facing the analyst is to investigate the expression

(8-17)

Figure 33, Unity Feedback Form for Design Problem
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Using block diagram algebra, one readily finds
C !
BT N g e {s-18)
s LWy +—= w, W,
r 070 T Yu T

Thus two successive uses of the open- to closed-loop Bode plot technique will
yield the desired result. The obvious advantage in this formulation of the prob-
lem is that the poles of the system cancel out in the first step and one can leave
the task of investigating the effect of actuator poles, etc., until the second stage
of the procedure.

Before proceeding with the analysis, it is in order to point out that we
are involved only in a two-parameter investigation in terms of 9/ and 9z/r .
Moreover, the optimal procedure assures us that our closed-loop system will
be stable for whatever values of 9,/ and 92/r are selected. A conventional
trial and error design for the system presents a situation which can be very
complex indeed. For example, it is conceivable that in executing a convention-
al design, the analyst might be forced to manipulate as many as eight param-
eters (since each transfer function is of the fourth order) and moreover, he
must be continually checking to see if his closed-loop system is stable.

We now investigate the first stage of the procedure,

s
afg, H‘, (2'”34*') . 2.4 (m-"’ ’)

wg | Wy (gse) i (2]
3
—
= 2.04 ’9'54 ) (8-19)
(55*1)
Therefore
] -G
9 Wy _ (4.16) (m*?(m ')
9 wsds 9, _S_ -5
1 8% ? (‘495.41 -T%_'”
2
S fl
I3 (a1e) 124
4 IT:?'” lz (8-20)

$= jw

This plot is given in Figure 34 for %:/9, = 2.4 (note: 4.16 = 12 db,
therefore, 9; /9, x4.16 = 20 db).

One now either invokes the open- to closed-loop approximation or uses
the 0° line on a Nichols chart to find the closed-loop C/®, (see Figure 29),
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This closed-loop frequency response ies also shown on Figure 34. One easily
deduces the analytic form of C/%, directly from the plot. Note the response

breaka from 0 ta =2 and than hack ta 0% RPittine 2 stmaisht ling to the

closed-loop response gives a new break fr-e.cit-x.;:cy ;f W = 1.5. Since the
actual response is down 6 db at this frequency, and since only a break of -2
is involved, we conclude
c ., _|
«

s -3
5 st
%, S ==
! ({.J ”)( 75 ° ')
Of course, this procedure is simple to carry out for other values of

92/, . Figure 35 gives the exact Bode plots for ¢/®, as a function of
9, /q, . From Figure 35, one arrives at the following approximations:

l) For _?_z. = _?_z_.{_r_ 2 500
3, 9,/r
c x|
2
Therefore
¢ / . f
7 u_gufo-a?é.«_f;a%@ 1+ %2 wy @,
2) For %2 _ 8,/r o1
Qq Qf/f ’
C , % _“ Wy,
2 9, W Wy
Therefore
c / ) /
& f+-‘:7’w347ré +-;-z.a)aa7& /*_i’_waﬂ‘é

We now move on to the second stage of the investigation. In light of the
results of the first stage, it seems reasonable to break up the analysis in three
parts: -

a2 o0

%

That is, investigate the closed-loop poles as a function

of ¢,/y , using the expression:
/

f+ -?%%“73

* 0 represents 0 db/decade, -2 represents -40 db/decade, etc.
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Bode Plot of First Stage, ¢, /¢, Variable

Figure 35,




B. —%’— a 500

That is, inveatigate the closed-loop poles as a function of
a./» , using the expression:

!
’ -
TR A

C. Investigate a typical intermediate situation, such as
% =4 -

Therefore,

_'l =10
9,
Part A

When
<.0f (ie., q,5>4,)

!
— ~
!/
4 s
+ Y8 v

1 ﬂﬁjz+%sdl(%¢ﬁz
o -

Kg (7364-1)'

lﬁln .‘.‘1,‘9

and

L.
E

where

'§ \2 2(508%) s )2

[(“6?5-) ‘o8 ’*j(-a“ (8-21)
- 1175 (49 +1)

Let the root of the actuator, along with ¢, /7 , be a parameter of the

investigation. Most boost actuators used in aircraft have natural frequencies
between .5 and 15 cps.

We can now investigate the behavior of C/R by using straight line ap-
proximations. In Figure 36, the open<loop response and the straight line ap-
proximations to the closed-loop, for different values of ¢,/ , have been
plotted for a = 2, 13, and 50 rad/sec. For any given value of ¢, /» the ap-
proximate expression for /

%
!+ - vy

can be read by inspection. For example, when [ Jr = 104 and a = 2 rad/sec
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Note: a three-pole Butterworth configuration

aalm

When q,/r <,01,

(4
= * 1.0 (8-23)

When g, /r = 100,

¢ = (124x10) [(m)z 25::‘) '][(W)z 2 5’05) sH ( u)?——n
F (7%‘)( :9")[( )2 s ( ”)[( 2 2{3) :H (8-24)

Of course, our interest is only in the left-half plane poles of Equation 8-24.

From Figure 32, it can be seen that the ¢ output is always
“, Ady
When the optimal control is found, the required feedback gains can be com-

puted. Closing the loops in Figure 32 using the values of the optimal gains
will force a Ax output which is exactly

CALYS (8-25)
From Equation 8-16 the form of AS.O can be shown to be |
D&
46y = 8-26)
2 o (
where 4 = roots of root square locus

" = poles of the model
D = open-loop poles

&(s) 1is a polynomial which results from the partial
fraction expansion of the bracketed term in
Equation 8-16,

Thus the closed-loop @ output is
-2.4 (g +1) DX

Ae,= 84, = D ar
; $1+1) & (s)
_“u ..5) « 209 g4y (T%,,m&?)fl-ﬂ =+7_| (8-27)
D — o
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for §,/r = 104, a= 2 rad/sec and ¥,(s)= -2.4& (s) . Experience indicates
that §,(s) will not contain the tactor (5/.49 +/) . Hence the optimalda re-
sponse will be dominated by the pole at s = -, 49,

On the other hand, the optimal A6 response is
w‘as%

and will have ciosed-loop dynamice for ¢,/7 = 104 and a = 2 rad/sec propor-
tional to:

Y- ( 3 ”l ,
¢ 8 12 2(8 s s \2 2(6)
G (' 52 o] (Bollfad) 3] e
- o
The model poles will dominate the response, if we consider a separation of

slightly greater than one octave between the model and plant poles as being
sufficient.

Thus we see that our chances of obtaining good model following in A8
are good for the case where ¢, >> ¢, , but the Ax response will in all prob-
ability be very poor. The value of the actuator root does not materially affect
this result since the dominant root in the Ax response is at such a low break
frequency (s = -, 49). We now proceed to Part B.

Part B

The search must be continued if our interest lies in obtaining a good
& response as well as a good Ad response. Consider now the case where
9:/9, & 500, In this event

1 !

D) %
r r
Refer to Figure 37 for the Bode plot associated with this situation. The par-
ameters for this investigation are §,/r and a, the actuator root. From Fig-
ure 37, it is apparent that the open-loop zero at 8 = =19, 4 will become the
dominant pole introduced by the plant tor the following approximate values of

@ /7 s

R

9 - — -
I+7_£a/3w‘+ Wk &, |+ = wy @, (8-29)

q,/r * 109 for a = 2 (extrapolated from plot)
13
50

9,/r * 106 for a
9,/r = 10° for a

Since the higher values of § ,/r imply higher feedback gains, it is obvious
that a high penalty will be paid if a poor actuator l; incorporated into the sys-
tem. If it is assumed that a = 50 and 9,/ = 102, then the design objective
of good model following can be achieved in both Ax and 4@ . To illustrate,
assume g,/r = 106 and a = 59,
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plant poles model poles
and
o  (mm) L
A0 = wyd8 = (—,{;*’)(&*’)[{?%)z‘ z‘(.:fs‘,] [(?.‘537)2‘%,('—;,25'*'] (8.31)
plant poles model poles

If a separation between plant and model poles of approximately four octaves is
acceptable, it is apparent that good model following can probably be achieved
in bothdg and48 . However, to verify this, one must find not only the poles
of A§, ,» but the zeros as well, This normally would be the next step in the
design procedure, after which the feedback gains would be computed if accept-
able A9 and A« responses were actually found.

At any rate, we have so far discovered that the situation in which
9, >> g, does not appear as promising as the case where 4, << ¢, . Fur-
thermore, we will probably be interested in investigating more thoroughly the
case where a is on the order of 50 rad/sec and 9, /[r 13 on the order of 103,

So far, the two extreme cases where ¢, >> ¢, and ¢, >> ¢, have been
investigated. For g, >> ¢, we found the zero of the wy transfer function at
8 = -,495 became the dominant pole of the optimal control and more than likely
would seriously degrade the model-following capability inde . For ¢, >> ¢, ,
the zero at s = -19,. 4 of the w, transfer function has the potential for becom-
ing the dominant pole of the optimal control and it is felt that good model fol-
lowing in bothA« and 48 can more than likely be achieved. !.r the intermediate
case where ¢, %9, , one might suspect that the dominant root will lie between
s=-19.4and s = -,495., This indeed turns out to be the case and we will be
forced to conclude that the situation of part B remains the one on which further
effort should be expended. To show that the case where ¢, ¥ ¢, is of not too
great interest, we proceed to the analysis of part C.

Part C

It remains to investigate the intermediate situation for which ¢, 2 ¢,. In this

case, the block diagram of Figure 33 reduces to the following block diagram.

e E wy, @y, c

wy wy -

Unity Feedback Form for g,/G, = ]
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An approximate expression for G/P, can be found from Figure 35, but it is
a simple matter to evaluate it analytically since only first-order breaks are
involved. The analytical expression for G/ ®, is found to be

c _ (")(7_4”)( XM +1)

= (z72*1)(- T2 *1) -2
C/E is then of the form "2
.&f_ = 1T (8-33)
where
v LEE 2] [50T
(m*') (8-34)

The Bode plot of Figure 38 summarizes this situation. It is seen that
8 = -1,12 will always be the dominant root of the optimal control and will not
be cancelled out of sither the Ae or 46 response. This situation defeats the
model-following objective entirely. Moreover, it can be seen that other
intermediate values of ¢, and ¢, will merely position the dominant root
between 8 = -.49 and 8 = -19. 4. This verifies the assertion made at the
close of the analysis of Part B.

At this point, one should return to Part B, solve for the zeros of the
optimal control law and find the feedback gains. If these feedback gains are
too high to be used in a practical situation, one may either relax the separa-
tion requirements between the model poles and plant poles or incorporate
another control (e.g., throttle) into the design. We will pursue these con-
siderations no further since our objective was merely to demonstrate how
Bode plots might be used as a design aid.

In summary, this brief analysis has shown that the situation in which
%, >> 4,
%/r = 10

a « 50 rad/sec
is one for which good model following in both ¢ and é might be expected.

5
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SECTION 9
A MULTIVARIABLE EXAMPLE

This section presents a multivariable analysis of a linear optimal coen-
trol system using the model techmques described previously. The model-in-
the - performance mdex techmque usmg two conirol inputs is analyzed using a
I 00l square lucus, (e cqulleenc Doude plot method i8 used in con_]uncnon with
the model-following idea.

The object to be controlled is a small jet transport and the model is the
proposed supersonic transport aircraft. The objective of the analysis is to
choose a performance index yielding an optimal control law that, if synthesized,
will force the small jet to respond dynamically like the proposed SST within the
control capability of the jet transport, The purpose of this section is to dem-
onstrate multivariable analysis techniques, and not necessarily to produce the
best design. For this reason, only one set of aerodynamic derivatives has
been chosen, and therefore only one flight condition is represented.

9.1 EQUATIONS OF MOTION

The equations of longitudinal motion for the SST and for the small jet
transport are assumed to be given by the following:

OV+DyAY +V, Dy A +946 = -V, Ds A5,
da
v: Av-—- 4y OV+Dé -3, AE-46-4,00 = s, L0 (9-1)

M, AV- M, Od - My Bac » A6 -M, 06 = M;, A%

In first-order form, these equations become

- - —_— -
' M M “ .
08| [igsm) Higonovig)  Hegenop)n, mo Hetiile, %) [0
ae | It 0 o o A@
_Aw__j ___! Vr (gda, ¢ r%) A Dy + 9‘v) (M,*D,; + ?g.) ij
M e, Ds, Mi %5, ¢ MT
° ° asd
+ 7
-V D;, 0 [ASQ]
A D‘
__7 T ?5; ] (9-2)
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These equations can be used to describe both the supersonic transport,
which will ha nesed ar a model. and the amall jet. which will be used as the
plant to be controlled. Both of these mathematical model representations are
describable by Equation 9-1. The following table lists the aerodynamic deriv-
atives used for a numerical example of the use of models in linear optimal
control,

TABLE 3
AERODYNAMIC DERIVATIVES

§ » V, (fthec) De,(rad) Du Dg, D, v Yo
¥ SST 257  .138  -.1190  -,0677  .0263 - 257  -.0173
. JET 257 .209 -.0679  -.0329  ,0296  -.253 -, 0262

£ '}Se M@ M& Mv Mc MSG

SST  -.842  -,129  -,697  -.514 0 -. 771 -.965

JET  -.667 -,0326 -1.75  -,215 ,000366  -.536  -2,66

Both of the aircraft are assumed to be in a powered approach flight
condition at sea level. It is assumed that the 8ST is in a light-weight config-
uration and the jet in a heavy-weight configuration. '

Using the derivatives of Table 3 above, the first-order equations of
motion are obtained by substitution in Equation 9-2,

The plant (the jet aircraft) becomes:

a8 | [ -8 .0000046 000572 -1604 | [a8 ]| [ .oos -245]

% a6 | | tooo 0 0 0 A6 0 0 |45
€ aAv 0 -32.2 -.0296 1745 | | AV 8.46 0 |d%
\ Ac | fooo  -.000024 -.0009599  -.681 AL ~.0069  -.0326

: (9-3)
and the model (the SST) becomes:

i .

;, 46, | [-1285 .ooososez  .0005067 -.2658 | [aé, | [.oote -.898

i Y- 1.0 0 0 0 A6n 0 o | as,
)é Avy, 0 -32.2 -.0263 30.68 AV, 174 0 | AS,
i e - - - - -

' Ay | | 0000086 0009859 8584 | |day | | 0934 129 |

(9-4)
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The transfer functions of AV and A« for the plant have been obtained,

and are given halow

Plant
a5 Yt T, me ad T)(’-z_sz_()m)
Ade [ ot T ][( 1465 ’*']
i (s) = ,-’.32(' ~0H6+. ’75)( - 0’“'_} /75) ('z “82.
A 7
A% r(-';i)z* z.(,;:m) s"] [ (1.4:5)2 * 2/.(4:5) 8¢ ']_
av ""("Wﬁjtﬁ I- .7I9SJI.27) (" .0275

YA (W 107 | ML 2009

_9;’.‘__(,) it (" 'b%?)('- -_.%)(" _ﬂ')(" v.u)
or " TraT- Lo )

9.2 MODEL IN THE PERFORMANCE INDEX

The problem of including models in a system to obtain a predefined set
of closed-loop dynamics is an important concept in linear optimal control.
Without a model, the closed-loop optimal system will adjust towards a Butter-
worth distribution of the excess closed-loop poles over zeros of the system.

If there are no zeros, all the closed-loop frequencies will increase without
bound as the elements of the Q matrix are made large with respect to the ele-
ments of the R matrix,

The optimal, minimum error square characteristic is desirable, but
more is needed, and a model supplies this need. A model defines the points
at which the closed-loop poles terminate, yet does not destroy the optimal
characteristics of the solution. This meaus that a system can theoretically
be designed to have, within limits, any closed-loop regulator dynamics defin-
able by a model. As the elements on the Q matrix become large with respect
to the elements of the R matrix, the closed-loop regulator poles do not increase
without bound; they can be made to terminate at the model poles. The result
is a closed-loop system approaching the system defined by the model.

The supersonic transport will be used as the model for this multivariable
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example and the jet aircraft is to be used as the plant to be controlled. The
small jet is assumed to have twn cantral innute; slawvater deflscticn changes
and variations of thrust about the nominal, As démonstrated in Section 3, the
model and the plant cannot be matched exactly because there are four state
variabies and only two available controllers. Therefore, for the purposes of
this example, it was decided to match the two short period poles of the small
jet to those of the SST.

Ag discussed in Section 3, the model is defined:

y =Ly (9-5)
and the plant is ?
£ =Fr+Cu g Hx ' (9-6)
The performance index is
= [lg-L9)aly-cg)r wRu] ot (9-7)
° ‘

From Equation 3;80. it was found that the expression for the root square locus,
and therefore the expression for the closed-loop poles of the optimal system,
is given by:

| 14216’ [-2s-FT'WELs-L]Qls-LIulzs-F17c | =0 (9-8)

In order to match the short period poles of the small jet to those of
the SST, it will be necessary to express this requirement exactly in the per-
formance index. The way to accomplish this is to transform the L and the F
matrices into a modal matrix form. In other words, the model matrix becomes

L, 0 o 0]
o L o0 0
L = 0 0 L’ 0 = .A-“ (9'9’
0 0 0 L'f__

where L, , L3 4 Ly and L, are the eigenvalues of the model matrix. In a sim-
ilar manner. it is neceuary to transform the equations of motion of the plant
such that the transformed system matrix is a mocdal matrix whose diagonal
entries are the open-loop roots of the plant. In order to obtain this modal ma-
trix, it is necessary to find a transformation T such that an orthogonal state
vector, # , is obtained,

%= TH (9-10)
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Substituting into the plant equations of motion (9-6), the new equations

become . ) ‘
E=T'FTZ+T 'Gu geHTH
=A,%‘¢5a =Hg (9-11)

where A g is the modal matrix

NA_=
F Ls 0 (9-12)

With the use of these newly defined quantities, a performance index
can be formulated that will exactly express the desire to match closed-loop
poles of the plant to the eigenvalues of the model. The performance index

becomes
2V '/[(0."/\-,,1})'0(9"-./\.‘ §)s u'Rulat (9+13)

With this formulation of the problem, the output matrix H can be cho-
sen to select only those roots of the plant that are to be matched to the eigen-

values of the model.

If the model modal matrix is arranged such that the eigenvalues iy
and L, are the short period poles of the model and A; and 2, are the open-
loop lhort period poles of the plant. the output matrix # mo.y be chosen:

6 0 0 O]

_ o 0 0 0

H= (9 a9 1 o (9-14)
0 0 o0 1|

With this formulation of & , the performance index will contain only
the short period dynamics of the plant and the model to the exclusion of the

phugoid dynamics.
In terms of the transformed quantities, the root square locus can be
expressed as follows:

|2+ @ & 28- A, AT T8-A, DR8N, ) A [L5-0,) '8 | = 0 (9-18)
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Every entry of Equation 9-15 is known with the exception of Q and R.
Becaune the root square locus is a function of the ;;xo of the elements of Q

- N eE P

o]

The matrix Q is chosen to be a diagonal matrix

q, 0 0 0—
0o 4, 0 0
6 0 g 0
0 o O
| %

(9-16)

(9-17)

When substituting the constituent matrices into the expression for the
‘root square locus in order to perform a computation, it has been found con-
venient to start with the Q matrix, alternately pre-multiplying and post-

- multiplying until the entire product

is obtained.

First, compute [—Is-A‘]Q [Is-A.]

[1e-Ja[ren -

7'-('3’ L)
0
o
0

L

0
gglsdesd)

o

0

and H'(-Is .A.,_)O(Is A,,)Iff becomes

O

0
0
0

0

o O O

0
0

9 (_,:,L,;)
0

0 o
o 0
9, [-5%4yY) 0

0 githgr)
6 —
0
0

Gy (-7 L&)

*RIs-Ae S 287, 0Q005-A 1R (180, ]G

(9~-18)

(9-19)

A review of the computation at this point alrudy reveals a few inter-~
esting facts, The elements g (-s%+4,3) and g,(-5%4," are not included in

AlfIs-A,]Q (Is-A1H
for the root square locus.
been a unit matrix,

and will therefore not appear at all in the expression
These terms could have been included if

had

If the above computation procedure is continued, the total root square
locus expression will be obtained:
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1¢ % Q'"'JL,X, fs'e) 5 9 [ gu A A, (st “l') / o5
9t A A, fo'eL) *o o Bos Mo Ry Fo*-L ')/
0= i
Gy by o Ay By 515" ob 1+ §a'ag R fst-Lyt) b
9y far Foaro Ko Fo*L,") +8,§s"A A 2% L)
(9-20)
DB =(-s*+ A 2)o% s )(-s% 20 )(- 5%+ 4,3) :
where  A,Ky = [-s*4a2)(-se 1) (-5t m )
AAg = Fstsrf)-a%eny)(-s202,1) 'i -
!

This root square locus expression can be simplified to the following

O=1+ L {".-Ll')(g‘ﬂ.‘ 5“.) + 11""'“.){’,0""“) . ’,"(" ‘3"” &')"9"‘,')("“4")
: (% 2,%) o2, ®) Fotea,ti-o% +2,7)

(9-21)

The last term of this root square locus expression is the most impor-
tant. It defines the end points of the locus. These end points are (-%%-L,%)
and (-s'-L‘ ?), the two chosen short period roots of the model. As the product
83 94 =92, the short period roots of the amall jet will become equal to the model
short period, Notice that the jet phugoid roots do not appear in the root square
locus expression at all, The two eigenvalues 2, and 1; have been made unob-
servable by the collineatory transformation on the original state variables, and
they are completely excluded from the performance index. The transformed

state variables associated with 2, and 2, do not appear in the feedback con-
trol law,

Numerical Examgle

The small jet and the SST equations of motion of Section 9.1 will be
used to show a numerical example of the modal technique. To simplify the
problom and still show a non-trivial example, it was dscided to delete the
small terms fj,, £y + g2 and fgg of the original F matrix of Equation 9-3,
These terms contribute primarily to the phugoid motions of the aircraft, such
that the deletion will result in a phugoid pole at the origin and a negative real
phugoid root. The purpose of this example will be to demonstrate the use
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of two controllers to exactly control two roots without affecting the remaining
two roots. The short period roots are the ones that will be changed, so the
phugaid roaot locations will have little effect on the problem result.

After deleting -",l y f1s + f44 and fyy from F, the matrix is of the

form —_—
£ 0 0 &‘,:T
! 0
F = 9 o (9-22)
0 s ‘:u fae
{ 0 0 faa
and the SST model matrix, with the same approximaticns, becomes
.l" 0 0 £,
L . f{ 0 0 0 (9-23)
‘ Y . y - .l_",
! 0 0 Bey
The matrix [Il - F] becomes
. S-:" o o = '4
ol 5 0 (o)
Is-F = .
0 -fy sbyy -ty (9-24)
" O a S- "'"
The open-loop characteristic equation of the small jet is given by
|IS'F'| = 5(3‘{;:)[5" (Fiy + Fan) s+ 9y ¥4 - ’14] =0 (9-25)

The open-loop roots of the small jet are obtained from the solutions of Equa-
tion 9-25. These roots are:

z' =0 Ay = .['” } Roots associated with the phugoid

Ay Ry = .'E!_;_‘.i Py .ziﬂj.'",f”)'* 4{;‘-4{:’,{;" } Short period

roots
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Correspondingly, the open-loop poles of the SST are:

. - L)
iy =0 Ly = #33 | Phugoid

Ly, L, = _{"_;z_‘.‘_‘_' 2 ;’. /(1,, 41“)'.& ¢4, -41,,1“j } Short period

Before the actual root square locus expression can be constructed, the
collineatory transformation T must be obtained and the equations of motion of
the small jet must be transformed into the set

T'Ere« T8 §=H

™

‘Ap&'*é‘“ "';7

®?

The transformation T is an n x n matrix whose columns T; satisfy the equa-
tions (Reference 13).

(I8 -F[] =0 (9-26)

The column matrix T, is called a modal column., It is a column of the
T matrix associated with the eigenvalue A, of the modal matrix Ay . The
determinant [I%;-F| = 0 by definition, so Equation 9-26 has an infinite number
of solutions, including the trivial solution T{ = 0, Any non-trivial solution of
Equation 9-26 may be chosen for the i ith column of the T matrix, To illustrate,
consider the root 4, = 0, Equation 9-26 becomes

———T - =
L 0 0 "4 Ey
-1 0 0 0 ty
= 0
0 ~fss "' “f3 By

gty ety =0
(9-27)
-¢, =0

~fasly - Fupt = fety =0

~ty-Ffoyty =0
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Equations 9-27 have a noa-trivial solution

& =0

2y =7

8 33 (9.28)
by = ~fgq
by = 0

Proceeding in a similar manner with the other three eigenvalues of
{Is « F|, the required orthogonal transformation T can be

— —
ty ty by o 0 - ’
{ {
by Yy lay Yy fg O T ¢
T= =
Ay bygt Fug (b5~ F1a) Refyet fuz (Ma-fad)
¢ b g -t / | Aatagttalts co:l |: 47347732 (9-29)
3 tm Ly by n [n,(z,-:..)(z,_r.,) Ay (Mg~ Fpol(Ra-F5y)
Ly g tey t 0 0 , ’
‘ o ——
_:0 41 Le3 :‘__ » (Ag-f44) (A~ £44)

It has been proven, that the transformation T always exists for distinct
A; . 1f the roots are rcpeated roots, a distinct improbability among aircraft,
the transformation may or may not exist.

In order to complete the transformation of the original equations of mo-
tion of the plant to the orthogonal form, the matrix ¢ = T-'¢ must be obtained.
The inverse of T is

Tu - Tz' T:u 'Tu

o 7 Ty  Ta Tez

Il e e = e (9-30)
T | Ty T oy T

|“Te  Tee Ty Tay |

where T;j are the minors of | T|.

For this particular problem, the first two rows of @ do not enter into
the root square locus expression of Equation 9-21., It will therefore not be
necessary to compute the first two rows of 7/, Since the second row of G
is null, the minors Tys and 724 will not appear in 74 . Therefore, it
will be necessary to calculate only Tyy , T35 + Tez » Tyg » T34 and Tys .

It is found that
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Tis = fsstey Tie = Fastas
Tyy = 0 T = 0 (9-31)
TR Tee = ~F3y

and

’T, - - ’33 (t¢’ “'ti.!)

~t
The required elements of & are

. T,
. b, ~-iL 0
G, P = Tt--—'?—;—. " ‘ll
] 4 43 "t“ -r” 0
»

where G, , indicates that the first and

then obtained from

[ 9
-1 0 0
- ) 0

% Qea

second ;vu of & are omitted.

O boe -9 LRI §y 9,
i - -t L L R 18 “4¢ " o1 ) L 2 (9-32)
¥4 (f‘.ff") -
“9 tes~ Oy “ 9 oy " Yes 941 942

Using the numerical values of f;
found that the open-loop short period pd'l

Ay = -, 7155 + jl, 264
Ry = -.7155 - jl.264

from Equations 9-3 and 9-4, it is

es of the small jet and the SST are

L' = 'lo 072 - j.459

Substituting these values of 43 and A4 into the expression for the

T transformation yields

0 0 -1 !
-, 0296 0 TS - j 1264 “ N85~ j1264 (9-33)
T =
32.2 { 134244+ 18.45 ~13.6286-)62.778
2.2807-) 13374 22807,/ 1.3374
o o "’ '
-.0355 +j 1264 =.0358 - j1 364
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The elements of T are complex, and the elements §,; will also be
complex. Substituting in 9-32 yields

$u

-.00075 + j, 00433

gy = +.00075 + j. 00433

{9-34)
2 =+1.325+ j. 0578
Gea = -1.325+j.0578

However, when the elements of §;; are substituted into the root square locus
expression, the result does not contain complex quantities.

It was shown that the product ¢, is an important parameter of the
root square locus expression. This product determines the rate at which the
poles of the plant approach those of the model in the root square locus expres-
sion. Because the product 9,9, is important, it will be sufficient to let
s =@4 = @ . With this sxmphﬁcatxon. the expression for the root square
locus becomes:

[(931 +Gr M-8t L ')( 3% 2574 (8,7 GpaY52-LyY -2+ 2 Y ]
-s8s 41524 2,0)
(§y) G1s - G52 9 )(-s‘ Ly?)(5%-Lg3)
+q2 = . (_fz:;,‘,z)(.s:,,z‘z) ‘ (9-35)

0=

After substituting for §;;, , 4, and 4, , Equation 9-35 can be written:

3.504(3%+.2235%4.540) ; (0o0132)(s4- 1870852+ 18634)

0=1- - ' 9-36
¢ sfs 2.17365% 4.455 ¢ 5%s 217365% « 4.455 ( )

The root square locus plot of Equation 9-36 can be easily obtained using
one of the many digital programs designed for the purpose, The important
observation is that the two plant poles do take on the value of the model roots
as q becomes very large. It can be argued that the actual locus itself is rela-
tively unimportant; optimal control has been used as a tool to attain a design
goal that can be obtained by conventional techniques. This is true, but the
design technique described above has several advantages over a conventional
technique:

l. As a parameter is varied to locate one set of roots at a new
location, there is guaranteed to be no intermediate parameter
value that would result in instability.

2. The two open-loop poles excluded from the root square locus
expression are not changed at all from their open-loop values.

3. The method is unique and direct.

It is instructive to construct the locus in order to show how the plant

poles are altered to eventually become identical to those of the model, The
locus is shown in Figure 39 as a function of q. The figure shows that the
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closed-loop poles wander somewhat before finally terminating at the roots of
the model.

Gl ' )5
OPEN-LOOP JET
SHORT PERIOD POLE ~¥ g
— .4
MODEL SHORT PERIOD POLE —=Cf
[
1.6 .2 ? .? Y
APPROXIMATE LOCUS OF __|
¢ Ks NN
R 149 — =
K, N, Ny S PA
OK
b
APPROXIMATE LOCUS OF .
N' N' / - -].B

=gl —— B

Figure 39. Realizable Part of the Model-in-the-
Performance-Index Root Square Locus

The reason for this can be determined from an examination of Equa-
tion 9-36, The root square locus expression can be rewritten in the form

MW, Ny N
Db’ K, NN,
For small values of q, ¥ >> 9/(3 » the locus is described very closely
by
NN,
f-g, —— =0 (9-38)
3]
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For large values of q, when qL’, >> &, , the locus ie approximated by
Ny Ny

-0tk
oI ]

-

-0

—
)
L}
w
)
~—

Ii it is assumed that the low q approximation holds for q smaller than
that obtaire:i from )
(3.504)(.540) L000132)(1.8634)
.45 < 0% ¢ 445 % (9-40)

or
0.425 = J0 x 0000652 ¢

then the segment a-b of the locus shown in Figure 39 is approximated closely
by Equation 9-38. If it is assumed that the high q approximation is valid for
values of q greater than obtained from

10 » . 425 = .0000552 9 (9-41)

then the high q approximation is valid only on that part of the locus very close
to the miodel roota. Because the high q approximation holds only very near
the model roots, the intermediate part of the locus, b-c, can be approximated
very closely by the expression

Ky Ny N
feg — 22 wp . (9-42)
Ky N, Ny

The two segment approximations to the root square locus, namely
Equations 9-38 and 9-42 serve to demonstrate that a construction using a root
locus plot is possible and not difficult even though a term q? appears in the
original expression for the root square locus.

It is clear that the procedure of first transforming the system equa-
tions of motion into a diagonal form, before analyzing the optimal system,
yields a direct method of matching part of a dynamic system to the model dy-
namics, without affecting the remaining dynamic characteristics. Two con=
trollers were required to accomplish this match, one for each pole of the dy-
namic system to be altered. It is well known, however, that one controller
can normally be used to alter short period aircraft dynamics, but as it turns
out, not without affecting the phugoid dynamics of the airframe. This tech-
nique, then, has the advantage of directly selecting the dynamics to be altered,
and then yielding a feedback configuration that alters the selected dynamics
in a reasonable, preselected fashion.

9.3 A COMPLEX MODEL-FOLLOWING DESIGN PROBLEM

A complex model-following design problem will be carried out in this
section, We seek an optimal control law that will force a small subsonic
jet airplane to have a dynamic response similar to the response predicted
by the proposed supersonic transport's equations of motion, That is, the
small subsonic transport's equations of motion will yield the £» and, Gp
matrices of Equation 7-91 while the supersonic transport will yield the L
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matrix. The problem will be limited to one flight condition, since the objec-
tive is to demonstrate procedures rather than the execution of a complete de-
sign. Specifically, a heavily loaded subsonic jet, flying at sea level and a
Mach number of 0.23 will ha farced t2 zimulaiz o lignily loaded supersonic
transport flying at sea level and a Mach number of 0, 23,

The matrix equations have the form:

Yl Yl
a6 Y A5, (9-43)
av |- [’:"’] av | ° [a”] AS,
| A& ] -l
and — - —
aé,, i A6, rs
por| <[] o)+ 08d s, '
4V | " oV | T | as, (9-44)
| Aén | | A% |

The &, matrix is not used in the model-following method (see Sec-
tion 7. 7). For convenience, Equation 7-91 is reproduced below,

[0, -1s-5)"a [r5-£2) 6,
+ Gp Ers-23)" @ [Ls-F ! [ wpt00-[rs-F)[15-0] ' %, (0] = 5 %

The matrices are given below:

o fa iy 9 Yu
1 0 0 0 0 0
Ff 10 Fas 35 Fu Gp 3 9 g
f *en ‘00! P# 94, 0.;
by 4y 4, 4,
1 0 0 0
L =
0 4y Ly 4,
[T At Sy
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For the given flight condition, certain matrix entries, which were

smaller than the next most significant entry by a factor of approximately 100,
were excluded.
same as given in Equations 9-22 and 9-23):

t 0
o f,

I o

4 0
r 0

0 4y
10
Gp =

0

fu

-.751 o
{ 0
0 -32.2
1 0
1285 0
{ 0
0 -3z
! 0
P-f_o-“- 10”7
0
8.5
-69x 1073

0 -t
o 0
-.029 17.48
0 -8
0 -

o 0
-.026 ‘30.6
0 -.86
265 |
0
0
-.033

Thus the matrices used in this design were (these are the

(9-46)

(9-47)

(9-48)

The [Is- F] matrix is given below. The [Zs-L] ! is not shown, since
it has exactly the same form when the entries are changed from f's to £'s.
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S{o-£3g)o-taa) o 0 $1q S(S-4ay)
(5-byslfs-Fia) l’::""’,{:‘:(::':f o 0 f(s-1y)
(Fys+¥54)8 Fys 8% Fog (6o £4)8 s[8% (fiy fe)s s"f.,- 2 FreS
~f31 fo Hutubfes-futu  sbnfu-tul +f14 $us

., -:(sl-#'., ) 0 | | 0‘ | -s(f-’ar)( ‘.;':).J |

[rs-cl"'=

8(5-Fys) [3%- (Fy + Faa)s + by ¥y F14]
| (9-49)

The only remaining unknowns are the Q and R matrices. These are de-
termined as soon as one decides which variables are to be controlled and which .
controls are to do the controlling. In this problem, two controls are available
to control four output variables. At this point, we make the subjective decision
to control two of the four outputs with the throttle and elevator. The variables

4V and Ax are selected. The desired performance index is:

-
2v=[ {3, (0vn-8V)"+ 4, (06, -8€)"s 1 88,7+ 1, 85" ) ot (9-50)
so that ’ o -
0 0 0 0
0 0 0 0
Q - o o0 g4 O
0 0 0 4, (9-51)
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L
RS IR — S A

and

r 0

R = (9-52)

n »
L~ "*J

As noted in Section 7.7, the unwanted error terms can be excluded
from the performance index using either the H or Q matrix. Here it was
electad to use the Q matrix, The result which would have been achieved if the
H vector had been selected in reality amounts only to rewriting Equation 9-51

in the form:

p— : -~ —
0o 0 o0 o0 0—1
é -' o ¢ 0 O | 0 9, 0 { 0
0 0 g, 0 1 0 0 9, o 1 (9-53)
o 0 0 o |
The expression : : |
GplrIs-Fp I'Qlts-Fp) Gy @ (9-54)

in Eqntibn 9-45 becomes
| | 0 0 -
‘ o o ol|[q 0][0o010 \ [ o (9-55)

ot 1 , .
B L O P U

0 {

WO peu—

Equation 9-55 can then be defined to be

0] r, O
W, i we | (9-56)
0 g, 0 r

where W represents a 2 x 2 matrix of transfer functions. The root square
locus is defined by the equation
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‘, ’ .\“‘ "‘~"‘js L o .

The next task is the one of computing W. The routine multiplication of

o 0 t O
[zs-7)" @0 (9-58)
0 o o ]
gives
l % {[‘tu +iye]8 - Fu b j 9 {[fu +Fsels- 4y ‘u}
o {88 (g buah s s fol] + Qog [5Msa- P oe8 e b}
, + 9 {'”‘n‘pn’u”’u ’u}
|
\ | | 8y 8(5-Fyy) | 9 s(3-Fys) |
gy 8(8-Fu)(s-%y5) 9y ‘("pﬁ)("ﬁslt) |
\ | ?(5"§s)[3" (ﬁr*’«)s +$y I',,-f,,]
t(é-59>

M

After subotltuting in numericul values and clearing through to the .tandard
transfer function form, one obtains ‘

' | wy i

W= T (9-60)
Wy  Wh |
h
where ”7( $ ”) s \2 2(.493) '
~02118 U.495) 495
Wy = - (9-61)
-3 8
920 (mg-+ ') (-;;m *') (9-62)
W, =
12 D
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B o e TP SR

.

-3 s 1
=111 x 107 (s) .029*')(.5304”) (9-63)

Wy =
D
1278 (g + 1) 5 +1)
&, = ’ 1,029 '/l81.054 (9-64)

and.

_ [ s s \2 2(492)
P = ’\-029*')[(&453) * sy !

We are now ready to proceed with the analysis of the root square locus.
The root square locus expression is

[Reweaw| = | Rew,aw]

v 0| @y Byl O Wy Wy
= ot (9-65)
= 0o 1| &, 18 i“ o q‘ | Wy Wy ‘
B9y Wiy + 8y Wy G Wy iy + 9, Wy, Wiy
= | | (9-66)
iy g+ G, Wy, 4y Y44, Wy Wy 4 §, Wis P

1,00+ V2 Q) Wy @y + 9,9, iy Dig + 1393 Wy W4y
+ 159y Wiy Ty + 4, 9, [(Wy Wis - 03y 5, )(Byy B~ 2y D3 )f

9 ;
- ot s Dy e B By w3, (9-67)
v 309 e det Wy

Before proceeding further, an expression for Z = det W must be obtained.
After considerable manipulation, one obtains

3_ [, _ % £ [9n 9 S
iwl = 9"’“&_ (:" "-E)” ol LTI /7Y (9-68)
$(5-4a1) [8"*(‘3:* 1) + €y Foq - F3g
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Substituting in numerical values and placing the result in standard
transfer function form gives

o5 (715 +1) (373 +) (9-69)
D

Zelwl =

The roots of Equation 9-67, as a function of q'a and r's, can be analyzed
using the block diagram of Figure 40, or one may proceed using a similar but
more direct method which is described next.

& % |55t n wm, | €
G WPy (20 |7 %P, —

Figure 40, Unity Feedback Block‘Dhgrv;m for Finding
Closed-Loop Poles ‘ ,

The objective of the analyses is to obtain a valid approximate expres-
sion for the root square locus that will disclose the basic pattern of the closed-
loop roots. (This more direct method is possible because the relative impor-
tance of the transfer functions of the root square locus change as a function of

the q's and r's.)

As a first step, rewrite Equation 9-67 as

- Wy ¥ -
1730 Ty i (' . T?ﬁf)*'vc,%%m.«f-%*c.c. aF -0 (9.70)
and investigate the roots of the equation
§ vy oy
ry (9-71)

* SR ki
" W;, ”ﬂ
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e o AN IR o rdaiiaNiin it

using a Bode plot and the ratio

- s S
“ (17tx 10 (‘ozqu)(.m‘u) o
W, w2 ”H'{ s |3, 20493 o

voirii T \revs; * 1495 ’+'J

The Bode plot, as a function of §,/§, , is given in Figure 4i. From
this figure, it is seen

3y Wiy, t 10
G ondn (9-73)

is a very conservative estimate for

0 <t (o

%
Thus the root square locus expression reduces to

(9-74)

FiFs ¥ 1 8y Wiy By 9y Wi g # 119 W3s Tin 49,9, 8T =0 (9-75)
for 0< 9;/9, <105,
‘Again, go back to Equation 9-67, this time rewriting it in the form

rr Wy 7
ViVe+ 73 Gy &y iy #7719, &ig Wiy +G4 1y W5y ¥y ( “’:;5 ;’y—%)'@ﬂ 2-2-0(9_76)
s 3

and investigate the expression

7,
1.0 Wy, Wy (9-77)
1y Wi Wy
using the ratio
' s
w; -171x 107° )’( ¢ ’) ('—2'- *’)
2/ = ’ 05304 (9-78)
W 127 S S
* ’(. 5 ”) (af.aﬂ*')

The Bode plot of Figure 42 shows this result. Notice that for a value
of #3/# =10, the open loop is 10 db less than one. Even when rg/? = 100,
the frequency range over which the open loop is < 1 is still considerable (i.e.,
0< @ < 45 rad/sec). As the second approximation we assume

s Wy
!+ ' el LI f.0 (9-79)
f, (”iz W_":z

for
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o ns e i o

—_— < 10 (9-80)
or for 74/7, & 100, @ < 20 rad/sec.
Equation 9-76 is now identical to Equation $-75, which was obtained

using a different approximation. Thus we have, so far, for the root square
locus, the expression

1103 +V3 Q4 Wy Wiy + 930, Wiy D1y 4 979y Wiy Dig 49,9, FZ =0 (9-81)
for either 0 < 93/9, < 17 or 0 < ry/r, <10

As a third step, one now writes Equation 9-81 in the form

178+ 128,y Tpy+ G ¥y Wyg g * 1,8y Wig Py (""“" )'0 (9-82)
"1 Wie W

and investigates

1+ 4 i’i (9-83)
1 Ys e
This analysis is shown in Figure 43. We conclude
/
1+ = ‘??. = 10 . (9-84)
L Yy
for ‘
]
0¢<— 4 3.0 (9-85)
"
We find that a good approximation for the root square locus is now
4 9 ~ I -
“";" “’;117”"";.:" ) "’M"';;" 33 @1y =0 (0-86)
for either g‘/q' € 107 or r’/,; & 10 (9-87)
and when
/)
5 £ (9-88)
As a fourth step, Equation 9-86 is rewritten aa
r, o
N.?l %;7”( +.?.’.__! ._’..‘..___‘D"‘)Jn..g!. W By =0 (9-89)
7y 4§ " On&y] n
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7 T, e crerg s g g O 6b LINE WHEN o, t10° e i
4 o bbbl ‘ B -
T [
, -120 0 @5 LINE WHEN &y /4, * 10° = |
: M % {I HH‘%I | ll! ..........
. i PH i P
I -140 O & LINE WHEN /8, "°'l|“% .......... L. I b 'HH l P
l . 4§ ¥,
‘ Y \ "
i 180 0 é LINE WHEN o/8, * 10° |- % _
i [ LR 1 [
ﬁ // v u.mao")-iz’?-r_:mu)
& -180 - .
k ! " (‘.‘m(—:.-:—“-;ﬂ) (T“—'-’)u%nl]
-200 J* RESALT: WHEN 0 < -';f-< o), & —3%'«'
7'_'*/ on L ui«ns
-'lo , g
0 ol - 10 100
@ ~ RAD/EC
Figure 41, &, /Wiz + 95/, as the Parameter
RO g L e gt e SRR S 1 ey 1 e
T
§ [+ wd O dOLINE WHEN #/1, *)
§ _*.?._.'., b R 3 1 U U 0 19 3 e
" - L] Wiet
“.-i =R .
...... }i-
k -40 | 0 €% LINE WHEN 1o/r, 2100 =
; ,/
. i .
y
-80 O 4 LINE WHEN 13/n, 5104 -%
, P
~100 . V'
Bl . 10 0 100
w ~ RAD/SEC

Figure 42, Wy /W33 + #3/r, as the Parameter
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Y oW,
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-40
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0 i) 0" io 100
o~ RAD/SEC

Figure 44, wy,/wy, , 7 /7 ., 9,/4, as the Parameter
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The Bode plot for this step is shown in Figure 44, Our approximation
here again is a function of frequency, but one can safely conclude

P L LI (9-90)

q' " W;'l?'n

£ %, 1 .
or ¥ é fo-é- (9-91)

Even for ?,/q's 100 "s/f’, » the approximation breaks down only over a
band of frequencies of approximately .8 < @ < 1.7.

The root square locus expression now looks like

9, — 9 —
"*7‘ Wy Wy ""';' Wiy Uy =0 (9-92)
1 1

The conditions under which Equation 9-92 hold are summarized in Figure 45,
The cross-hatched area of Figure 45 is the approximate area for which Equa-
tion 9-92 remains valid,

Figure 45. q,/q, Versus r',/r,

Equation 9-92 can now be placed in the form

9 ) ry Wy &,
1+ — W, @, (u-i_-'-'-l)-o (9-93)
7 ) &ig @y
and in tigated f
vestigated for o <._.':3_< 0
7
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For #;/* =0, Equation 9-93 is:

{4 _

[ T e

f]

14V
/

nr -
( Sadl /1

7

-

B

7 ny

(9-94)

Thus the closed-loop roots can be found using the block diagram:

Lo
9,

!

Wy g

Figure 46, Block Diagram for Approximate Expression

This analysis is shown in Figure 47 as a function of #%/¢, . The closed-
loop poles found using Figure 47 are the roots of Equation 9-94,

Since our ob-

jective is to move the poles of the plant far enough into the left-hand plane so
that they do not interfere with the roots of the model, we should use ratios of
rs+ /9, <100, For example, when

fg/q, =,01

from Figure 47 one can see that the dominant closed-loop pole becomes the
open-loop zero at s = -1.427, while the other three roots form a third-order
Butterworth filter pattern with a natural frequency of approximately 7.5 rad

per sec.

Ag 73/9, decreases, the natural frequency of the third-order Butter-
worth increases, but the dominant root at 8 = -1,427 remains fixed. Thus
the dominant closed~loop root becomes the closest zero to the origin of the

Wy transfer function,

If we select values of the q's and r's that do not lie too

close to the cross-hatched area of Figure 45, one would find that a zero (clo-

sest to the origin) of one of the other transfer functions would become the dom-

inant root.

This, of course, is less desirable than the present situation and one
is forced to conclude that values of the q'as and r's that lie within the cross-
hatched area are the ones to investigate for the most desirable closed-loop
response, One might now proceed with a systematic investigation of the ex-

pression

T

)

14 — W, &,y +
P (/4 18

%

4

“’5;“73"0

(9-95)

for some typical values of ¢,, 7}, and 7y which lie in the cross-hatched area.

However, computer results, using the exact root square locus expressions ver-

ify that the closed-loop roots are essentially as predicted by the approximate
It is therefore more interesting to select a set of q's and

root square locus.
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r's which lie slightly outside the boundary and see how the approximate ex-
Pression compares with the exact one. For the sake of brevity, we will show
only one such investigation. The values used were

q' = 9& = 100, 7, =100, rn =1 (9-96)

Therefore, ¢, /9, =1and 73/?; = .01, a point which lies on the line 9:/3,
= 100 ry /7, .

The block diagram of Figure 48 can be used to investigate this case.

Ry 4 Eq f 1] E, | 1wy, . e
N Wy Ty '*C|> 100 Why @ |

Figure 48, Block Diagram Delcribing Approximate
Root Square Locus '

The first stage is shown in Figure 49, The left-half plane components
of C/'_E, can be read directly from the Bode plot. The poles and zeros are

s [ s \2 2(493)
~(.ome”) (/.495) * aer o7/
S s \* 2(.707)
(1.42"7”) '(c.e ) st id)

The loop is closed agaia and the result read from Figure 50, The
closed-loop poles are defined by the polynomial expression

s s (2. 2(6) s
— | . H 9-98
(mf )[( e.e) _—y "] ( 9.8 “) (9-98)

The damping factor in Equation 9-98 was found by correcting the
straight line approximation in the neighborhood of @ = 6,6 and then looking
up the damping factor in any one of a number of standard tables. The optimal
control and feedback gains were then found using Kalman's computer program
and the given values of q and z.* The polynomial which rasulted was

* As of this writing, a computor program does not exist for evaluating the
optimal control law and feedback gains using the direct frequency domain ap-
proach outlined in Section 7.5. It is estimated that with such a program, the
problem described above could be evaluated in 1/100 hour of machine time on
an IBM 7044, The existing time domain program required 15 minutes of
machine time for this problem.
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(._.-u J[[—s_)? . 2e0% set ][5 41) (9-99)
V141 [ [16.65/ 6.65 l9 447 /

The agreement beiween the machine solution (Equation 9-99), found
using all the entries of the F and G matrices, and the approximate root square
locus answer of Equation 9-98 is quite good.

The model roots ‘are defined by the denominator of Equation 9-49, with
d's replacing the f's. That is,

3{5"33)[9,' (4 '1«)3 v By By -I“J
Substitution of the values given in Equation 9-47 yields:

s(«m t ')[(r.f‘u)z* Z/rzf’ s”’]

The locations of the plant and model roots are sketched in Figure 51.

0 150

O PLANT ROOTS
X MOODEL ROOTS

| % f.ee
-4 " d j‘ " ‘&
- 10 -4 -14 x\% 4

0 7

(8] 1

Figure 51, Plant and Model Root Locations in the Complex Plane
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Since the preceding analysis has been quite lengthy, it is probably
worthwhile to review the situation and see what has been accomplished up to
this point,

Basically, we have investigated the closed-loop roots of the system as
a function of the parameters of the performance index by using the equation

| #ea) [1s-72) " q [15-Fp] "Gy | =0 (9-100)

This equation was extracted from the matrix model-following Wiener -Hopf
equation (7-91). We have yet to solve Equation 7-91 for the optimal control or
find the optimal outputs. In essence, the important remaining task is to find
the zeros of the optimal control in order that the outputa of the system can be
computed., Note that even though values of the q's and r's have been selected
which give good closed-loop pole locations, the closed-loop zeros of the sys-
tem can still force undesirabhle transient responses if we are unlucky.

In finding the optimal system outputs, two courses may be followed.
One may elect to stay in the frequency domain and use the results of Section 7
or one may use the time domain computer program. Here we have elected to
use the computer program. A brief summary of the results is given in the
transient responses of Figures 52 and 53. The feedback gains required are
tabulated in Table 4.

TABLE 4

GAINS SYNTHESIZED FROM DESIGN PROCEDURE

46, 46, AV bey | Q9%  Ag, AVp  Adp
.. 073 3  -.978  -2,83 |-.0823 -3.01 -.978 1.66 &

5,14 39,2 -1.94 -23,3 -3,67 -38.7 1.94 19.3 &

Feedforward Gains Feedback Gains
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From an inspection of these figures, one would probably conclude that
while the model-following ability in 4V is good, it is poor (in fact, non-minimum
phase) in A¢ . Moreover, an inspection of the feedback gains shows the Adyp
to §, feedback of 19.3 deg/deg to be approximately twice as high as the max-
imum allowable.,

If one considers this situation to be an unsatisfactory one, there is no
recourse but to try again - that is, pick a set of g's and r's that will not only
give desirable closed-loop poles, but also realizable feedback gains and
closed-loop zeros that are conducive to acceptable transient responses. In
this respect, our procedure is still a trial and error one = much the same as
the classical Bode plot or root locus methods. However, note that one is
now working with two controls, the elevator and the throttle. The effort ex-
pended on the optimal design has produced stable responses and clearly shows
how to select the closed-loop poles. The basic difficulty that occurs with two
controls is due to the fact that the closed-1oop zeros of the system can also
be varied. It is in failing to find the pattern of the closed-loop zeros as a
function of the q's and r's that our analysis procedure breaks down. The reader
is probably well awi.re of the enormous difficulties presented by a conventional
trial and error design when two controllers are involved,

The example will be concluded at this point, since the intent was to
demonstrate procedures rather than the execution of a successful design.
Before closing, however, a coinment is in order on the high gains which were
encountered.

The high gains which result are primarily due *o the design philosophy
which requires that the phugo d roots of the plant be pushed out past the short

period roots of the model. An alternate design philosophy, which would re-

quire smaller gains, is discussed briefly in the next section,

9.4 AN ALTERNATE DESIGN PHILOSOPHY FOR MODE'. FOLLOWING

As seen in the previous section, excessively high feedback gains were
required to force the open-loop plant roots o migrate far enough into the left-
hali plane so that the plant root closest to th: origiu was to the left of the model
root fus thest from the origin. This mnay have been expected, since a siti ation
was being forced which required the low frequency phugoid roois of the plant
to iacrease in frequency on the order of four or five decades. It can be argued
tha. this design philosophy does not take advantage of the large (for most air-
craft) separation between the phugoi i and short period frequencies.

A design philosophy that would take advantage of this separation might
be stated as follows:

l. Move the phugoid roots of the plant one or two octaves
above those of the model phugoid

2. Move the short period roots of the plant one or two octaves
beyond those of the model.

The situation is depicted in Figure 54.
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Figure 54. Plant and Model Roots for Alternate Design Philosophy

It can then be argued that the initial response will depend only on the
short period roots of the medel and plant with the model short period roots
dominating. In a similar manner, the phugoid mode response will be domi-
nated by the model phugoid roots,

It is fairly obvious that if "good" model following can be achieved with
this philosophy, the resultant gains will be considerably lower than those re-
quired in the design effort of the previous section.

“ Man
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SECTION 10
CONCLUSIONS

l. Linear optimal control can be developed into an efficient and effective
conirol sysiem design tooi. The characierisiics of guaraintsed stability, the
possibility for a smooth, well-behaved response without excess control mo-
tion, and the probability of rapid machine synthesis for multi-controller,
multi-output systems make the usage of the technique very attractive,

2. Linear optimal control does not have universal applicability. The

fact that the performance index is of quadratic form a priori determines the
type of distribution of the closed-loop poles of the system. The quadratic per-
formance index defines the system function whose excess poles over zeros
quickly tend toward a Butterworth distribution at the closed-loop natural fre-
quency. For many applications, this approximation to a flat frequency re-
sponse and a smooth, well-behaved transient response is desirable. For air-
craft stability augmentation systems, with a human in outer loops, the quad-
ratic criterion may not be the most desirable, It is felt, however, that a
flight control system, properly designed by linear optimal techniques, would
bhe acceptable to a pilot.

3. The time domain solutions to the problem and the frequency domain
solutions are generally equivalent and complementary. The common link is
the root square locus expression or analogous Bode plot technique, The multi-
variable root square locus expression, originally developed after minimization
in the time domain, appears also in the frequency domain. This expression
relates the parameters of the performance index to the closed-loop poles of
the optimal system.

4. A model can be used to specify a dynamic response if other than a
Butterworth approximation for the closed-loop system is desired. For a good
approximation to the model, however, more than the root square locus expres-
sion for the closed-loop poles is needed. An expression, not obtained in this
report, is needed for the closed-loop zeros of the multi~controller optimal
system when the system is perturbed by a command input or a disturbance.

5. Linear optimal control system analysis is significantly simpler than
conventional trial and error analysis, One root square locus per controller
and per output is required regardless of the order of the system. In conven-
tional design, a complete analysis requires an investigation of feedback from
each state variable as well as to each controller from each output.

6. It appears that a wide variety of system excitations, including both
command and disturbance inputs, can be easily included in the linear optimal
control problem. In the time domain, it is a relatively simple matter to at-
tach a vector describing a deterministic input to the plant description. In the
frsquency domain, any input that has a Laplace transform can be included in
the problem formulation, including statistical inputs with well defined corre-
lation functions. In any case, the regulator part of the optimal system is in-
variant under different inputs and can be separately analyzed.
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7. The linear optimal control problem can be generalized to include a
performance index involving any quadratic form of output and its time denva-
tive along with the control and its time derivative.

8. Single controller linear optimal control problems are solvable simply

and directly by using the root square locus to spectral factor a scalar expres-
810n,

9. This report describes a direct methed for sclving matrix Wicner-Hopf
equations which does not require the factorization of a rational matrix. The
technique is a general one which can be applied directly to Wiener-Hopf equa-
tions which arise in other branches of engineering and mathematics.
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APPENDIX 1

DEVELOPMENT OF H[Is-F]"'¢ AS A MATRIX OF TRANSFER FUNCTIONS

: -,
The purpose of this appendix is tc demonstrate that the matrix H’[IS-FJ G
represents a matrix of transfer functions relating all the outputs of the system

- to the inputs. Consider the set of first-order equations of motion:

¥xFx+Gu y=Hx {I-1)
Taking the Laplace transform of Equation I-1 and solving for Y(s} yields
Y(s) = H[Is-F'] 1 Quls) x(0) = O (1-2)

It will be shown that the matrix H[Is-F']"C is a weighting function or
transfer function matrix defthed by:

Y, Y, Y,
T;ls) "a;(s) o e —“—;(‘i)
% .
—u—’-‘s) - 1 3)
W(s) = : . ~ H[Is-F]'G (I-
9,; n
By ® u,,(i_

To show this, take the Laplace transform of Equation I-1 (initial conditions
= 0)

[Ts-F] x(s) = Guls) yls) = Hzls) (1-4)

Using Cramer's Rule to solve for the individual transfer functions
Yi /uj (s) , and arranging the individual transfer functions as in Equaticns
I-3, it is found that Equation I-3 and the matrix of transfer functions found by
Cramer's Rule are the same. It may then be concluded that the "transfer
function" matrix

wis) = H[Is-F]'q
is a general matrix form of Cramer's Rule for finding transfer functions.

Consider, as an example, the following two-input, two-output second-
order system expressed as two first-order differential equations:

%, ‘pu f,ﬂ I~ x, i 9y 942 4,
'. = +
| %2 | l_ by P | %z PV 7} “, (1-5)
KR K 1t | [ %]
[ 9] L Ry | %z |
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A flow diagram of this system can be sketched as shown below:

]

¢ +
a! du . z z f 2 A’/ z 9,
~, ):e ey &
9 % %’ * o w23 {’/ +
4 Jea — £+ z, f %, ot —HE)—> 9,

faz

Figure I-1, Flow Diagram of
Two-Input, Two-Output System

: By substituting for the integrators their Laplace transform equivalent
/s , and by using conventional signal flow techniques, the transfer function
%, /4 (s) can be determined by inspection:

ER
UE

g ' Iy 4

4 o (s) %g(,__:_z}; 9:‘" ‘grfs'gﬂfﬂ*gzr"pw 3
| @ Vo Fu . Tty fata

2 8 s —%T Y Dfs)

i

; where D(s) = s°- s(-f,, +€30)+ Fufag = Fa tar

z Similarly,

‘E _ﬁ (S) - g'z S+ 9‘5 ’ﬂ - gﬂ "’32 > (1-6)
4 U D(s)

‘. %, (s) = 9205 * 9y ‘01' -9 .P"

! Uy D(s)

5 X1 g = G325 * 9 11~ Gus P y
j Uy D(s)
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The transfer functions ¥;/«; (s) then are, by inspection:

0' %, ”,
_Z () =/l,,-;(3)¢/¢,,~;,-;-(s) T
Y 7 ¥
—u—" (s) = &y, 7-"(5)‘ Ry "‘:1(5)
Wz 2
? (I-7)
Y %
_a:‘(s) = ku """(s) + k‘sz—(S)
Y, ¥ %
_‘i—(s) ""hn'zi‘(s)*ku —‘i(s) P

To use Cramer's Rule, first find the Laplace transform of Equation
[s-f,, -f, ] [u, (st [g,, 9 ] [u,(a}]
-fy  s-fy %y (9 9 91 Uy (8)
y’ (‘, *" h’z ‘U, (" | (1'8)
4y (s) Ry by | | % ¢

The individual transfer functions then are:

1-5:

94 " T2

%y (5) = 9, s-f13 o S 8-y 14 * 93 s

Uy s- 4y -t D(s) (I-9)
Y s- £33 ‘

Also, solving for ig'/u. (), "‘t/a, (s) , and “"/ag (s) yields expressions identical
to those of Equation I-6, Solving for % /&, (s), Yz/u,(s), %/ 4s (S) . tnd
Y1/u, (s) will then yield expressions identical to Equation I-7.

The same transfer functions can be found by using Equation I-10,
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W(s) ~ H[Is-F]”'g

. F‘" k 12 l—s’ rn pn 91 92 s
_"N h“.J [_ a1 o= fu 9 Y952 D(s)
¥ . rhn "n:l [sﬂn ~ 229y * #1305 0 F2291; * Y 9:::]

1
Ry By S, - F Gas * 11 Oy 929 * F21 902 "Dls)

P % y
. ["a W | me 2wl [y s
ey By

v % Y

(I-10)

This development demonstrates that the same result is obtained by
using either Cramer's Rule, signal flow techniques, or by direct matrix
algebra.
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APPENDIX II :
DEVELOPMENT OF |'[-1s-FT'WqH[ts-]'¢ |[BY MINORS

The expression for the root square locus of multiple-input, multiple-
output systems rapidly becomes complex as the nurnhar of cantrale hasnmas
greater than one, although a fairly straightforward calculation based upon
first- and second-order minors of the original system and input matrices will
yield ihe proper root square locus expression. To show how this minor ex-
pansion comes about, consider the fourth-order, two input system described
by the following matrices

s+, f1g { fo | F—Qn 913—
£ S+fyy L feq ) ‘)
[IS'F-] = G -
fyy fas 3¢ fyy Py ) 93 (11-1)
fu T4z fos s+ fy 94 o2
W — | I —
R — o 0
r, O
1 0
2~ o 4 O © g - 0 0 2 =
o 0 ¢ © 0o o {1 0 | o
Lo o o g4, 0 0 o0 ]

The root square locus expression, as before, is given by:

1+R 6 [-16-F] " iquzs-F] " g | = 0

or
" 1. N _ 90
r+r"'¢’ ———[Is__Fﬂ H'QH Lre-r)” ¢l =0 (11-2)
D D )

where [Is-l-‘]dfindicates the adjugate of a matrix; D is the determinant of the
matrix |Is-F| .

The adjugate of the matrix [Is-F] can be expressed in the following

form: R T
An 'Azr Ay, -Ay
(7s-£]% = | An An Au Au (I1-3)

A:; “Ag, Agy -A“
“Ay Ay Ay Ay

r—
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where Ai' are the first-order minors of the deterni.inant |Is - F| with the it
row and j]th column deleted.

The matrix of transfer functions H[IS'F]M% is given by
, A, Ay Ay Ay 9.4 952
H[IS'F]dJG . A A Ay A 92 J2z
D D Ags “Azs  Ass -Ass 9\31 932
'Am Ae -Ay A44 Lg_4’ 942

— —_

Ny, 12

- 1 N‘u Ni

Dol Ny M

Noy Ny

[T

h

H=I,4¢

(11-4)

where Nj: is the numerator of the transfer function relating the ith output to

the jth

input.

The expression for the root square locus is given by, as before,

r.o'q' [ 1s-F1an [1s-£1% | = 0

or substituting, there results

.

where I_\I-ij indicates the conjugate of Nij with s replaced by -s.

below without using simplifying substitutions.

(1I-5)
N, |
Nyz -0
Nsy
Naz_]
(II-6)

To show its cormplexity, the above determinant expression is expanded

sion becomes:

*

I
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0 4| | Not Nz|| Ny No 0 g| | Nev Nee|| Moy Moy (11-7)

This expression is almost prohibitively complex, and would normally
require computer operation, but the last six terms can be simplified consid-
erably by showing that the determinants such as
Nu N

Ny N

can be expressed as sccond-order minors of the original system and input ma-
trices.

From Equation II-4 the expression /NyyNyz-NM, can be obtained as a
function of the minors of the original system matrix,

N,, = 9y An " Gy Bgy 951 Ay - 941A4v

/‘/:z = Gug Au ~ 9aAey * 953 Bsi ~ s Ay

. (11-8)
NMew = 9y Aiz~ 930 Azg * 95802~ 90 Aas
Moz = = GigAra* 92sPss - Gy Ass * 943 Pas
Ny Ny =Ny My  becomes
(999 925~ 9z Fus WA Aza-ArzAy)+ (915 951~ 9,,)(A_,,A"-/-\,,A,z)
t (9,, gn - g;z 94!) (A/rAn’Au A¢I) +(9" gu "gu gn)(AZIAJl ‘Au Aat)

(922 901 = 912 902 )(A42R20- A prAs3)+ (95 Gug - 953 900) (As1Ass- Ay Agy) (11-9)
Using the determinant identity

AR op ad “PabPod " Pad A (11-10)

191




"%’ T = e T gy
E where a, ¢ are deleted rows of a determinant
b, d are deleted columns of a determinant
. The resulting identities become .
«» (9n 9220 = 912 9,,)(A,,A" ~Ays Azr) = D(gn 922~ %12 92/)Aﬂ,zz a)
x ‘
;;? “rz G1 = 941 952) (Rss Ay Ay Arz) = D(Q,z 9y~ 9y gsz)Asz,n b)
§ (99 90z = 912 934 ) (A Aaz=ArzAgr) = D (9 Ggz- Gs2 96 )Pu,qz <)
? (921 952~ 91, 9,f)(Az:Asz‘Azz Ay) =D {931 952~ Y22 9_71)\Azr, 3z d) (II-11)
f (922 G4y = 912 Y2 MAgz P21 Agy Azz) = D (4g 941 91z 902 )Pz, 21 €
' (gsv Faz~ 952 441)('431 A4z“A.nA4f) =D (931 942 952 9ar )A31,42 f)
where A,,,, is a second ordered minor of the original F matrix. Specifically,
for A,,,22 the result is
s+f5y £s¢
Ay, 22 (II-12)
-P” S+ 4'44

IR

s
952

-5+ £y,

f1q

The six equations above, Equations II-11a through II-11f, can be expressed

(11-5°
945
Gez
s
~5+fel (11-14)

in terms of the original F matrix, with the G matrix substituted for the first two
columns of the F matrix. Specifically, the result is
W
9 %2 95 9
NNy =N, Ny, = D 921 G2 925 92e
9y1 Y52 49y Y5
9y Y%z Ges 944
and the term
/ 9 O || Ny Nal| Ny Ng
252 -
ntD°D 0 Q|| Ny Naull Ny Ny
is exactly equal to the expression
‘ 9!1 9!2 .,0” ‘pu 911 921
) 1 Qy 0 921 gzz 'FZS :zf gll gll
7,7y DD g g, 9y Gun  S+fyy  Fu fis Fus
9% 9 fyy  sefy fo  Fi
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Similarly, the other terms of the root square locus expression are of the
same form as indicated above. For instance, the term

4 !9' OHNH Na | | Ny N |
n, n 0*D? Io 9:”Nn NuHNs: ﬁul

9 fis 9y Yy 9 9 Iy 91

4 $s doy St Gy Tu by ~%0ly Iy Yo
"0 D 9 b I ' G Ins O¢1
G fa g L VA R

(II-15)

The basic importance of the equivalents given above, such as Equations
I1-14 and I1-15, is the elimination of the exponent of the D? and D? terms in
the denominators of the expressions. It was assumed from the beginning of
the multivariable root square locus expansion that a D¥*D? term could not exist.

Therefore, DD had to be common to both the numerators and denominators of
these expressions. '
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